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Abstract

Direct numerical simulation is employed to investigate the turbulent ow
characteristics and their e ect on local ames for mean reactionate mod-
elling in turbulent swirling premixed ames. Two swirl numbers having sig
ni cant e ects on the formation of a central recirculation zone in he combus-
tor are considered. The large velocity gradients in the higher swirumber
case produce high turbulence intensity in a relatively upstream regiaccom-
pared to the lower swirl number case. The conditional Probability Desity
Functions (PDFs) of the reaction rate and dissipation rates of tuulent ki-
netic energy and scalar uctuations are also examined. The PDFs @k
correlations between the turbulence energy dissipation and reamt rates
and between the scalar dissipation and reaction rates, suggestitigit the
heat and radicals from the hot products trapped in the recirculatio zones
are mixed with the reactants, not only through scalar dissipation ta (i.e.

scalar gradient) but also by small-scale processes of turbulencéevant to
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turbulent kinetic energy dissipation rate. Therefore, both scalaand velocity
gradients have a strong in uence on the chemical reactions thrgh mixing of
cold reactant and hot products. A conventional amelet and EDC rodels are
used to estimate the mean reaction rate, and to study the balandetween
these two mixing mechanisms. Although both models show a qualitative
agreement with the DNS results, these models compensate their liatibns
each other, depending on the local turbulence and thermochemiaondi-
tions. A simple approach is proposed to exploit the advantages ofabe two
models by considering the balance of two mixing mechanisms based ba t
chemical and turbulence time scales. The estimated mean reacticate us-
ing the proposed model is signi cantly improved for the higher swirlumber
case, although the estimated value slightly shifts away from the DNi@sults
for the lower swirl number case. The improved modelling estimate aribe
balance of turbulence and chemical time scales suggest that thedtions of
intense reaction zones are strongly related to the dissipation ratef both
scalar and turbulent kinetic energy.

Keywords: Direct Numerical Simulation (DNS), Swirling ame, Eddy

Dissipation Concept, Flamelet model

1. Introduction

There are strong demands for combustion devices to be more eaur
mentally friendly. Especially, combustion engineers are facing urgemeed
to suppress pollutant emissions such as N@s well as to enhance combus-
tion e ciency in gas turbine engines for power generation. One of nmy

possible technologies to achieve these for the next generation bostion



devices is lean-premixed combustion of either traditional fuels or nmew-
able/alternative fuels. In premixed combustion, global ame chareteristics
can be controlled relatively straightforwardly to meet the environrantal re-
qguirements, by changing the stoichiometry, dilution level and tempature of
a reactant mixture. However, lean-premixed combustion is natultg unsta-
ble for a number of reasons, and this needs to be overcome.

Although many of these instabilities may be avoided by using MILD
(Moderate and Intense Low-oxygen Dilution) premixed combustignthis
technology has not yet fully matured for gas turbine combustion ggica-
tions. There are several studies to investigate the relation betee sound
generation of ames and reaction rate dynamics in conventional mixed
combustion [1, 2, 3, 4], and they show that the combustion instabiliteeare
susceptible to the temperature and heat release rate uctuati@n Also, tem-
perature uctuations have signi cant in uence on pollutant formation rate
and emissions [5]. Thus, accurate and robust modelling of heat releaate
is one of the keys to achieve \greener" combustion devices.

Among many possible burner types, swirl burners would be of partitar
interests for the advanced combustion devices such as gas tugbiengines.
The blu body con guration would stabilise reaction zones through ecircula-
tion of burnt gases, and the swirl ow helps e cient mixing of reactants. The
dynamics of swirl ames have been studied for premixed combustiamd the
literature is summarised in [6], indicating their potential for advancec¢om-
bustion applications. However, unlike conventional turbulent plana Bun-
sen, V-shaped and other zero- to two-dimensional canonical &%, the mean

uid velocity in a swirl burner involves strong three-dimensionality reulting



from recirculation and vortex breakdown phenomena [7]. These ofeatures
with strong shear create intense turbulence in uencing the heattease rate.
Therefore, understanding of the basic ow, turbulence generan and their

e ect on chemical reactions is imperative for modelling turbulent cobustion

in such ows.

Another di culty to be faced for the next generation combustion devices
is the fuel composition. The traditional fuels mainly consist of hydroarbon
while renewable and alternative fuels derived from biomass or gasitean
invariably contain hydrogen up to 90% by volume [8]. Although hydroge
helps to broaden the ammability limits of hydrocarbon fuels, it also tiggers
thermo-di usive instability due to Le 1, wherelLe is the Lewis number.
Thus, a reasonable rst step towards achieving modelling for turdent com-
bustion of next generation fuels would be to study non-unity Lewisumber
ames.

Experimental investigations of phase averaged combustion eldswve fur-
thered our understanding of heat release rate dynamics [9, 10]. w&ver, the
strong three-dimensionality of swirling ow makes experimental inwiga-
tions challenging since two-dimensional measurements are used inggal, al-
though some three-dimensional estimates can be made using twoehsional
measurements [9, 11, 12]. Also, simulations of Reynolds averageditered
reacting elds are inadequate to study the interaction between tibulence and
chemical reactions since these simulations require models for thiseiraction.
Therefore, three-dimensional Direct Numerical Simulation (DNS)ata of tur-
bulent swirling ames of hydrogen-air mixture are analysed to invegjate:

(1) the e ect of swirl on velocity and scalar elds, (2) turbulence barac-



teristics and their e ects on mixing of reactants, and (3) ame-tubulence
interactions. Although DNS has several limitations such as simulatiodura-
tion, computational domain size, etc., the use of this methodologyiisquired
to address the objectives of this study.

The details of DNS are explained in Sec. 2. The results are discussed in
Sec. 3 starting with the general ow and ame features. This is follwed by
the results investigating the relation between reaction rate, tundence and
scalar gradients. The e ect of turbulence and scalar dissipation omean
reaction rate is then discussed using conventional modelling appcbas. The

conclusions are summarised in the nal section.

2. Direct Numerical Simulation

The turbulent swirling premixed ames are simulated by means of DNS
approach employing fully compressible governing equations and a aiéd ki-
netic mechanism for hydrogen-air combustion [13]. Although Mouraeet al.
[14] conducted a swirl ame DNS in a practical domain they employed tai-
nar amelet tabulated chemistry and thus the nature of turbulene{chemistry
interaction is already presumed. In the present study, the hydgen-air chem-
istry is fully resolved and all the scalars involved in the chemistry aradns-
ported in order to capture e ects of turbulence on reaction zorsein detalil.
Also, as discussed in Sec. 2.3, the turbulence conditions considenece are
closer to those seen in practical devices [15] than the conditionpoeted in
a previous DNS study of swirl ames [16]. Thus, the conditions and ects

investigated in this study are complementary to these two previoustudies.



2.1. Governing Equations
The governing equations are for conservation of mass, momentuamergy

and mass fraction of speciels These equations are written as

mass:
2xr (=0 @
momentum:
@(@ut)+r (uu)=r P; (2)
energy:
@(;t)+ ro(uT)= %r (or T) éw (YiVicy: r T)

i=1

RS 1.
c . [Rir  (YiVi)] ap 2(ru)
1 X X _
c . (hi!i) + o . (Ri'i); (3)
mass fraction ofi-th species:
@(C@Yti)-'-r (uYp)=r (YiVi)+ 1y (4)

where 4, hj, Rj and!; denote mixture thermal conductivity, specic en-
thalpy, characteristic gas constant and reaction rate of specigsrespectively.

The stress tensoP is:
h i
P= p+ 5 (r u)l ru)+(ru’ ; (5)

where is the dynamic viscosity and is the bulk viscosity of the mixture.

The mixture averaged speci ¢ heat capacity at constant volume isign by

X
C = (c:iYi): (6)

i=1
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The diusion velocity of speciesi, V;, is modelled using the Fickian type
di usion. Other symbols have their usual meanings.

The adiabatic combustion of a stoichiometric Kair mixture at 0.1 MPa
is simulated using a detailed kinetic mechanism [17] consisting of 27 eleme
tary reactions and 12 species () O,, H,O, O, H, OH, HO,, H,0O,, Ny, N,
NO, and NO) including the e ect of non-unity Lewis numbers. The temper
ature dependence of viscosity, thermal conductivity and di usiomoe cients
are calculated using CHEMKIN-II packages [18, 19], which are modoefor
vector/parallel computations. The e ects of Soret, Dufour, ad pressure
gradient are neglected.

These equations are discretised on a uniform mesh using a fourth or
der central di erence scheme and are integrated in time using a thirorder
Runge-Kutta scheme. Only the chemical source terms are handlading a
point implicit method to reduce sti ness [20]. The same computer codeas
been used for a variety of turbulent combustion problems repodepreviously
[21, 22, 23].

2.2. Con guration and Boundary Conditions

Figure 1 shows the numerical con guration and coordinate used irhis
study. The domain is a cuboid, having a size dfy, L, L,inx,yandz
directions. There is an in ow boundary atx = 0 and an out ow boundary
at x = Ly. The boundaries iny and z directions are no-slip, iso-thermal
wall with temperature xed at T, [24]. Note that the wall boundary layer is
resolved and no numerical oscillation is observed under the numeticandi-
tion used in this study (explained in Sec. 2.3). These boundary conidihs

are based on the formulation of Navier-Stokes Characteristic Bodary Con-
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dition (NSCBC) [25, 26]. The shape of the inlet is a concentric annulusitiv
an inner diameter ofD;, = 0:6 mm and an outer diameter oDy, = 2:5
mm. By solving the steady Navier-Stokes equations in cylindrical cobnate
with appropriate boundary conditions on the walls, mean pro les ofadial
u;, azimuthal u and axial uy velocity components of an annular swirling
ow at the inlet are obtained analytically as a function of radial distarce,

p
r= y2+ z2as

u, =0; (7)
r2 C,
u=F S+gr+— =FU; 8
grart ®)
mn #
2 2
b r R 1 r .
U, =u —  + In 1 c3; 9
7 Rou InR Rout ° ®)

whereRoyt = Dout=2, Rin = Din=2 and R = R, =R,yt. The bulk mean axial
velocity u® is to be set. The three integration constantsg;, ¢, and cs, are
also determined by imposing no-slip wall conditions at= Rj, and Ry, and

the relation betweenu, and u®:

Rout (R2+ R+1).

Cl = 3(1 + R) ’ (10)
_ R.R*
G = m, (11)
2InR

C3 = (12)

RZ(NR 1)+1+n R
The parameterF is related to the external force fou , which can be deter-
mined using the swirl numberS de ned as

R
R
U Uyr2dr
n D

= R R r\Rout 2 d
( out in) Rin er r

(13)




By substituting Eqgs. (7){(9) into Eq. (13),

R
_ S(RoutD R|n RRi:Ut U)z(rdr .

F Rout 2
R U Uyr dr
n

(14)

The mean velocity obtained as above is used for a base ow at the imo
boundary. For the present DNS, velocity perturbationsilin direction i deter-
mined by a banded white noise are superimposed on the base ow folilogv
Wang et al. [27] as
N
uXr; ;t)= " A (r)sin[2f jt+ ()] (15)

i=1

where (r) is the turbulence intensity variation given as
n 2#
Rout + Rin

> (16)

N=1 exp

The perturbation magnitude A at each frequency, f; jj = 1;2; Ng), is
given asA = u%,, P Nt , whereu®,_, is the maximum intensity of the velocity
perturbation. The range off; includes the most unstable frequency;, =
2=(Roit Rjn), estimated from the mean velocity pro le using the linear
instability theory. Phase j is given randomly by using random numbers.
Each j has its own randomly-determined lifetime after which j is renewed
for f;. The number of modesN; used in the present DNS is 120. The
variation of turbulence intensity in Eq. (16) and the factorc, 9:2 (mm 2)
are chosen to achieve a laminar-turbulence transition within the DN&main
for di erent S conditions. The obtained in ow velocity eld is then mapped

on the Cartesian coordinate atx* = 0 of the DNS domain.



2.3. Combustion and Numerical Conditions

In this study, adiabatic combustion of a stoichiometric hydrogen{a mix-
ture at 0.1 MPa is simulated, and the reactant temperature is set tbe
T, =700 K. Under such a condition, the unstrained laminar ame spee&,
is 10.6 m/s, the thermal thickness,y, (T Tu)Ir Tjmax, is 503 10 4 m,
and the Zel'dovich thickness, ¢ thu=( uCpuSL), is 1.8 10 m. The
burnt mixture temperature is T, = 2340 K. Two DNS cases, S06 and S12,
with these thermochemical conditions are considered. For both s, the
bulk mean axial velocity at the inletu® is 200 m/s, and the maximum inten-
sity of velocity perturbation u®_, is set to be 30 m/s which corresponds to
the Root-Mean-Square (RMS) velocity uctuation of 13.2 m/s at the in ow
boundary. The swirl number is 0.6 for S06 and 1.2 for S12. These 3wir
number conditions produce the maximum azimuthal velocity of arouhu?
for SO6 and 2° for S12 at the in ow boundary.

The size of DNS domain is settobe, L, L,=15 10 10mn? for
both cases, S06 and S12. This domain size is small compared to thacpr
cal and laboratory-scale combustors, and this may a ect the psent results
regarding the basic ow characteristics. However, the use of DN&hould
provide detailed insights especially on the second and third object&/ef this
study noted in the introduction. The computational domain is discrased
usingNy Ny, N, =769 513 513 mesh points for both cases. These
meshes ensure that there are at least 20 mesh points insige Also, a cold
ow DNS has been carried out with a mesh points of 385 257 257 and
769 513 513, and the di erence of mesh points does not unduly change

the cold ow results. The computational domain is initially lled with hot
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products which ignite the in owing cold reactants to develop ames.The
simulation was initially run for 11 ¢, where ¢ = =S, to ensure that the
initial transients had left the computational domain. The simulation vas
then continued for about one additional r and 7 data sets were collected for
each case. These simulations have been run on Hitachi HA8000 adusising

256 cores with a wall-clock time of about 3250 hours for each case.

3. Results and discussions

An instantaneous iso-surface of a reaction rater is shown for S06 and
S12 in Fig. 1. This iso-surface of; clearly shows the e ect of swirl. Here,
the reaction progress variable is de ned using temperaturg as

T Ty,

= ; 17
T T, (17)

Cr

The iso-surface is coloured using the instantaneous reaction rate ned as

. Q

Per = m; (18)

where Q is the heat release rate. The superscript \+" denotes an appropr
ate normalisation using the laminar ame quantities. For example, lerig,
velocity, gradient of c; and reaction rate are respectively normalised using
th, S, 1= and (S.= 4. The two-dimensional cross-section denoted by
red lines shows the location of 2Dx-y plane considered in the following dis-
cussions. The iso-surface shows intense convolution for S12 carad to S06,
showing a possibility that S12 involves higher turbulence intensity. Téiso-
surface of S06 has rippling shape, indicating the e ect of Kelvin-Helmoltz
(KH) instability. The KH instability is not visually observed for S12 due to

11



the strong convolution of the iso-surface. This strong convolutiosuggests
intense turbulence generation resulting from a vortex breakdowin the an-
nular swirling jet for S12. The iso-surface shows that intense reaems occur

relatively upstream locations for S12 compared to S06.

3.1. General ow features
The Reynolds average of a quantityQ is obtained by averagingQ over
the sampling time and the foury-z quadrants using
X x4

1
Q(Xo; Yo; Zo) = N Q(Xm; Ym; Zm; N); (19)
n=1 m=1

0 1 0
Xm

%ymg %O COS 1, smmggyog (20)
Zm

0O sin, coS g

where

and = (m 1)=2,0 Xo Lx,0 yo Ly=2and0 2z L,=2.
The number of data sets collected over the sampling period is dendtey N
(= 7). The density weighted averageQ is then computed asQ = Q= .
Figures 2 shows the variations afi*~and v for S06 and S12. These elds
are shown in thex-y plane as explained in Fig. 1. The maximun*~is around
40S, for both cases since the axial inlet velocity is the same for these two
cases. However, while the high™~is convected simply downstream in S06, it
spreads more in the radial direction in S12. It is worth to note thathe radial
velocity has been set to be zero at* = 0; see that the largev* region is
detached fromx™ = 0 in Figs. 2b and 2d. There is a small negativa™region
inside the annular jet ow (left side of the highu* region in Fig. 2a marked

as R1), suggesting the existence of a weak central recirculatiaone near the
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inlet boundary in S06. In S12, however, the negative +egion is much larger
as in Fig. 2c than that of S06, clearly showing that the central reaiulation

zone occupies a substantial portion of the domain. This larger reciration

zone is due to the centrifugal pressure gradient created by thieang swirling

ow [28]. Given the intense recirculation zone, the maximunv~velocity is

also larger by about four times of that in S06. The intense recirculiaig ow

carries hot products back towards the upstream region (this pdiis discussed
further in Sec. 3.2). These recirculated hot gases provide heatdaradicals
to the fresh reactants to sustain chemical reactions, and the dittion due

to the heat release accelerates the radial velocity further.

The behaviour ofu* in SO6 seems similar to that of a typical turbulent
free shear ow since the radial velocity is not so intense. Figure 3 @his
the mean axial velocity variation, u=u,, with the radial distance, y=y;-, at
several streamwise locationsx™ =11.6, 15.5, 19.4, 23.3 and 27.2 for S06
and S12. Herel, is the maximum of the mean axial velocity at eachx™
location. The half-distancey;-, is also de ned as the radial distance at which
t(X; Y1=2; 0) = Up=2 is satis ed. This implies that y;-, is generally di erent
for dierent x* locations. The variation of normalised velocity with the
normalisedy in Fig. 3a clearly shows self-similarity for S06, although=ty
inside the annular ow (y=y;-, < 0:5) does not. This shows that the axial
velocity in S06 is a ected signi cantly by neither the weak inner reciralating
ow nor the chemical reactions, and the annular ow behaves similato
typical free shear ows in most of the region. In contrast, theus™ variation
in S12 shown in Fig. 3b reveals a strong e ect of recirculating ow and

dilatation at all radial location except near the wall. Therefore, theswirl
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number in the present con guration has a signi cant e ect on behsiour of
the annular jet and on the formation of a central recirculation zoa in the
present con guration. Such an e ect of the swirl induced vortexoreakdown
on the formation of a central recirculation zone has been also aédsed in
previous studies [29, 6, 30].

In the present DNS, a small velocity perturbations are added to aidm-
inar to turbulent ow transition as noted in Sec. 2.2. The small distubance
absorbs the energy from the base ows and eventually grows if tivelocity
gradients are strong enough. For both cases, the velocity gradkids rela-
tively large as shown in Fig. 2. Figure 4 shows the variation of normale
turbulent kinetic energy, K* = 0:5L00°2S?, in the 2D x-y plane noted in
Fig. 1. Here, a uctuation Q%of a quantity Q is calculated asQ Q. The
intensek* regions appear at di erent locations for SO6 and S12 as shown in
Fig. 4. The normalised turbulent kinetic energy generally increasestivthe
x* distance in S06 while the turbulence simply decreases once it is geteta
in the upsteram region in S12. This is due to the di erence of the basew
from which the energy is transferred to turbulent disturbancesThe maxi-
mum value ofK™ also di ers signi cantly despite that the initial disturbance
at the inlet boundary has the same magnitude statistically and® is also the
same. This clearly shows that the strong shear resulting from thertger ra-
dial and azimuthal velocity components in S12 encourages the smalocity
disturbance to grow quickly to generate higher turbulence intensitin the
upstream region.

The mean turbulence energy dissipation rate can be computed, indlng
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the dilatation e ect, as

2 (SiS SiSi=3). (21)

“urb =

Here,S; is the rate-of-strain tensor de ned asS; = 0:5(@ =@x+ @ F@9.
The turbulent length scale is obtained usinge = U%s:*furb, where the RMS
velocity is computed asu?, . = (2R=3)2. Usingle and ud,, the local turbu-
lent combustion conditions in the present DNS cases can be examinesing
the regime diagram [31] and the diagram is shown in Fig. 5. The colour of
each data point gradually changes with an increase of downstreanstdnce,
x* location, from green to purple for S06, and from blue to red for S12
As clearly observed in the gure, the Damkshler, Da (lg= ¢)=(u%.=S.)
(Karlovitz, Ka  (u%..=S.)*?(le=¢) ) number generally decreases (in-
creases) with the streamwise distance for SO6 while it changes in tiEposite
direction for S12. Also, the maximum Reynolds number based on Taylmi-
croscale Re is around 100 for SO6 and 210 for S12 (not shown), and they are
observed in relatively downstream and upstream regions, respigety. The
variation transition of the Reynolds number based on integral lengtscale

Re. = u?

msle= can be interpreted from Fig. 5.

E
The local turbulent combustion conditions range from \laminar ame"
to \wrinkled amelets" to \corrugated amelets" to \thin reaction zones"
regimes for both of the cases. A large number of local laminar amase seen
for the S06 case at an upstream locatiorx{ < 10). Such laminar ames
are not as frequently seen for S12 as S06 because of accelerkeihar{
turbulence transition resulting from the vortex breakdown procss in the
annular jet noted in Fig. 3. Thus, based on the local turbulent comistion

conditions, some of the local reaction zones in the upstream aregegted to
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be thin, which may be treated as amelets. This point is discussed filrer
in Sec. 3.4.

3.2. Characteristics of scalar elds

Chemical reactions generate heat that can a ect uid ow in the con-
bustor signi cantly through dilatation. Thus, the reaction progress variable
based on temperaturer and its reaction rate (normalised heat release rate)
I'.; are studied. The in uence of progress variable de nition is discusgen
the appendix. Figure 6 shows the instantaneous and Favre aveeac: and
I':, for S06 and S12 on the same-y plane marked in Fig. 1. For S06, the
fresh reactants fed from the in ow boundary are convected aaffasx™ 12
by the axial inlet velocity while the recirculation of the burnt gas doesot
seem to be intense. As a result, the high temperature region (i.e; > 0:95)
generally locates in the downstreamx* > 24, as seen in Figs. 6a and 6e.
For S12, however, the hot products exist in both upstream and dmstream
regions, as seen in Figs. 6¢ and 6g. This shows that burnt gases eoe-
vected upstream by the strong recirculating ow in the region R1 oderved
in Fig. 2c. The recirculated hot gases provide neighbouring reactarwith
heat and radicals to sustain intense heat release.

The instantaneous reaction rate variations show consistent behaur with
the progress variable eld. The high! £ regions distribute along the stream-
wise direction from the inlet in SO6 while the variation shows the e ectfahe
recirculating ow in S12 as shown in Figs. 6b and 6d. For S12, the ream
zone locates in the region between inner (R1) and outer (R3) reaitation
zones marked in Fig. 2c¢, and a similar behaviour has been reported istady

employing Large Eddy Simulation of a turbulent swirl ame withS =1:2 [4].
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The local instantaneous reaction zones seem to be thin with theiritdkness
about y, over a substantial region, although some of them is distributed
broadly, e.g. &";y") = (5;3) in Fig. 6d, possibly due to the turbulence
and reaction zone interactions. For both cases, the reaction athickness
in the upstream region (e.g.x™ < 4) just after the inlet seems thinner than
t due to strain thinning e ect. Precessing vortex core (PVC) is andter
feature of combustion stabilised in swirling ows. Due to relatively sniha
swirl number and possibly because of limited DNS domain size, clear PNC
not observed in S06 [28]. For S12, although neither Fig. 1b (3D) noig- 6d
(2D x-y plane) shows visible PVC despite the high swirl number, a 3D snap-
shot looking down inx-direction reveals the presence of the helix structure
in wp and!. elds (see Fig. 7). Clearly, the high reaction rate regions
are \trapped" in part of the helix structure, suggesting an e ectof PVC.
However, as described in the next paragraph, this e ect does nappear in
the Reynolds averaged eld because of the averaging in azimuthatesttion.
The mean reaction rate! . of S06 in Fig. 6f shows a clear ame brush
closely following the highcr gradient observed in Fig. 6e. The thickness
of the brush seems to bew{2 ¢, and the normalised maximum value is
| o 0:7, suggesting that the local ames may be similar to unstrained
laminar ame in S06 in an average sense. For S12, there are two bchas
of thin ame brush due to the strong shear ows inx® < 4. However, the
distinction between these branches become unclear for > 4. Also, most
of the intense reaction zone seems to locate in the high region (compare
with Figs. 6h and 4b) unlike S06, suggesting a possibility that there is a

correlation of reaction rate and turbulence elds.
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The instantaneouscr in Figs. 6a and 6¢ suggests thin reaction zones near
the burner exit, while the slope ofcy seems to vary signi cantly elsewhere,
especially for S12. To clarify this behaviour, instantaneous scalaraglient,
jr crj*, and its conditional average withcy are shown and compared with
the corresponding laminar ame in Figs. 8a and 8b. The conditional av-
age shows a slight deviation from the laminar ame solution for S06 aral
relatively large deviation for S12 at around 4 < ¢t < 0:3. The standard
deviation is larger in S12 than S06 and maximum instantaneous valueosVs
around 6.0 times and 8.0 times of the corresponding laminar ame valdier
S06 and S12. This result shows a possibility that the substantial amet of
local turbulent ames does not present the characteristics similao the lam-
inar ame. The statistical behaviours of scalar gradient (scalar dsspation

rate) and reaction rate are discussed in the next section.

3.3. Relation between reaction rate and dissipation rates

Comparing the turbulent kinetic energy and reaction rate elds shan
respectively in Figs. 4 and 6, the mean reaction rate and turbulent NS
velocity seem to be directly correlated, especially for the S12 casegure 9
shows the variations of two mean reaction rate contours,; =0:1 and! [_,,
and Favre averaged turbulent kinetic energy dissipation rate}~ contours
for S06 and S12. Herd, -, is 50 % of the maximum! ., for each case. Note
that only ~,, 100 is shown. Both Figs. 9a and 9b show that the large
reaction rate is likely to occur in regions where the turbulence dissies its
energy. This trend seems stronger in S12 than S06 and this can Bplained
based on an analogy between behaviours of scalar and turbulent édilc en-

ergy dissipation rates as follows. Dissipation of turbulence energyarheat
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largely depends on the small-scale processes of turbulence. Suwchllsscale
processes, where viscous e ects are important, also play a roleraixing of
cold reactants and hot products in premixed combustion and this miixg is
a key phenomenon to sustain high reaction rate and thus heat ret=arates.
While a substantial part of this mixing would be through large scalar gdi-
ents (i.e. scalar dissipation rate) in conventional premixed combush, the
small-scale viscous turbulence processes could also play an impdrtate on
this mixing in the present swirling ames given that the Ka is greater tlan
unity locally as in Fig. 5.

The statistical relationship between the reaction rate and scalarigksipa-
tion rate may be studied using their joint PDF shown in Fig. 10. Here,he
scalar dissipation rate is computed as;, = jr ¢%?, where . is the di u-
sivity of cr (temperature). Note that the dissipation rates and probability
densities are shown in logarithmic scales. The long ridge is well reprasel
by the laminar ame solution in S06. This ridge, however, is shifted sligly
towards higher values of the scalar dissipation rate in S12. This swps
an increased role of turbulence in the generation ofcy in turbulent ames
with large swirl number. Despite these insights, the high probability eh-
sityat ! . 0 obscures the behaviour of samples having large reaction rate
which are of our interest. Therefore, conditional PDFs are invegated to
gain further insights.

The conditional PDFs of scalar and turbulence dissipation rates arnm-
action rates are examined to study the statistical relationship beteen the
turbulent kinetic energy dissipation rate y,, , Scalar dissipation rate ., and

reaction rate! ¢, in Figs. 11 and 12. The conditional PDFs are computed us-
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ing the Baye's theorem, and the samples are collected from the eetolomain
and sampling period. The number of sampling bins used is 150 (for FidL)1
and 100 (for Fig. 12) for each sampling space to construct thesenditional
PDFs.

The PDF of turbulent kinetic energy dissipation rate conditioned onhe
reaction rate, P(In {,,j! &), is shown in Figs. 11a and 11b for S06 and
S12. There is an approximate proportionality between the most pbable

+

In 4w and!Z at!? < 0:1 and this trend seems to be stronger for S12

compared to S06. Forl . > 0:1, the most probable In ;, shows an
almost constant value of around 4.0 for SO6 and 6.0 for S12, sudpesthat
the turbulence is very intense compared to the chemical scalg, € ) used
for the normalisation. The PDF of scalar dissipation rate conditionean
the reaction rate,P(In ¢ j! £ ), shown in Figs. 11c and 11d presents a well
known behaviour showing that intense reaction zones are more likétybe in
regions of high scalar dissipation rate. The most probable scalar dpsgion
rate at a given reaction rate closely follows the corresponding lammame
solution for SO6 while there is a deviation at & ! ; < 0:7 for S12 as seen in
Figs. 11c and 11d respectively. However, the proportional relatidoetween
scalar dissipation rate and reaction rate seems to hold reasonablglhin a
statistical sense.

Statistical behaviour of reaction rate at a given dissipation rate islso

+

investigated using the PDF ofl [ conditioned on either In {,, orin ¢

cr *
Figures 12a and 12b show the PDF of . conditioned on the turbulent

+

kinetic energy dissipation rateP(! ¢ jIn ¢, ) for SO6 and S12, respectively.

For S06, the peak PDF locates near; 0 regardless of,, . For S12,
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Fig. 12b shows that the peak PDF location in ; space increases with an
increase of ;. Although the PDF distribution is not very sharp at larger
wrb» the conditional PDF clearly shows that there is a consistent relatio
between the reaction rate and turbulent kinetic energy dissipationate for
S12. For both cases, the PDF has a long tail observed at ea¢h, towards
larger! ¢, and the length of the tail increases with an increase of,, .

The PDF of reaction rate conditioned on the scalar dissipation rate,
P('¢jIn £ ), is shown in Figs. 12c and 12d for SO6 and S12. The most
probable reaction rate generally increases with an increase in thalse dis-
sipation rate for both SO6 and S12. The maximum In{ ) is greater than
zero for both cases, meaning some of local ames have high scaladgnts
compared to the laminar ame, which are possibly caused by streticty and
straining e ects of turbulence. Although such samples show a relag¢ly high
probability density, the reader should be careful that this is a PDF ! ;.
conditioned on ¢ and the probability of having such high ¢ is relatively
small (see Figs 11c and 11d). The unstrained laminar ame solution [ser-
imposed in Figs. 12c and 12d clari es the turbulence e ects. Althougthe
overall trend is qualitatively similar between the laminar ame and turhu-
lent ames, the probable! £ shows much smaller values for turbulent ames
at a given scalar dissipation rate, which is an artefact resulting frorthe
behaviour of ¢ marginal PDF.

+

From a modelling view point, the two conditional PDFs,P(In ¢, j! )
and P(! 5 jIn 3, ) shown respectively in Figs. 11 and 12, imply a relation-
ship between turbulent kinetic energy dissipation rate and reactiorate. The

relatively con ned high probability density P(In 1, j! ¢;) in Fig. 11 and the
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+

long tail of P(! ZjIn ) in Fig. 12 con rm that having high turbulence
energy dissipation rate is just a necessary condition and not a suent con-
dition to have high'! £ in a statistical sense for swirling ames. As noted
earlier, these PDFs are computed using the entire samples and tbé3DFs
change negligibly when the samples collected within the ame brush, ie.,
01 e 09, are used.

In relation to Figs. 11 and 12, cross-correlation coe cientC. are com-
puted for the instantaneous or mean reaction rate and turbuleecor scalar
dissipation rate elds. The correlation coe cient for two elds, A(x;;t;) and
B(xi;tj), is computed as follows.
1X (A(xi;t) hAi)(B(xi;t) hBi),

n
i A B

C. = (22)

where n is the total number of samples (e.g.Nx N, N, number of
snapshots in time), and 5 and p are the standard deviation ofA and B
respectively. The bracketh i is the volumetric average computed over the
entire domain.

Table 1 shows the correlation coe cients for instantaneous and naa
elds of S06 and S12. For the case S06 having lower turbulence levbk
correlation of reaction rate with the scalar dissipation rate is imprad com-
pared to that with the turbulent kinetic energy dissipation rate. Incontrast
to this, the correlation of reaction rate to the viscous dissipationate is large
compared to the correlation with the scalar dissipation rate for th&12 case.
Speci cally, the correlation coe cient is about 0.9 for the mean eldsas
given in the table 1. This high correlation coe cient suggests that tle mix-

ing occurring at viscous scales are controlling the reaction rate in ameraged
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sense for the higher swirl number case. On the other hand, the altrscale
mixing signi ed by the scalar gradient or molecular di usion has a dominiat

in uence on the reaction rate for the lower swirl number ame, S06 It is

also to be recognised that the correlation coe cients for the instataneous
elds are smaller than for the mean elds. Generally small values se@mthis

table may be due to the use of samples from the entire computatiomain
and sampling period, as one may think. However, using the samplekea
from the combusting regions, ie., A ¢ 09orG1 e 0.9, does not
change the values of these correlation coe cients unduly and thesvalues
are also given in table 1 within the brackets. The changes are not tdmg

to change the conclusions as one observes in this table. Also, theraging
in time (over the number of time samples collected) is followed here laese
the time variation of these correlation coe cients for the instantaneous elds
is observed to be small, the range of standard deviation is observiedbe
about 0.8% to 1.4% which are statistically small. The correlation coe ciets

discussed here support the insights obtained using the conditiorRDFs in
Figs. 11 and 12.

The conditional PDFs and the correlation coe cient support that the
intense reaction rates occur in regions with relatively high scalar dipation
rate like in the conventional premixed combustion under D& 1, and they
also occur in regions with high turbulent kinetic energy dissipation ratin
turbulent premixed ames with large swirl number. Thus, the mixing @ cold
reactants with hot products trapped in neighbouring recirculatiorzones at
scales relevant for combustion is supported by mixing facilitated bycales

relevant for both scalar dissipation rate (molecular dissipation) angiscous
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dissipation rate (small-scale turbulent mixing).

3.4. Assessment using reaction rate closures

The previous discussion in Sec. 3.3 suggests a correlation between r
action rate and scalar dissipation rate, and reaction rate and tuthent ki-
netic energy dissipation rate. The relationship of the rst two quatties,
', and ¢, , is extensively studied in past for premixed combustion without
swirl.[32, 33, 34, 35, 36, 37, 38, 39]. Bray [32] proposed a reactiaterclosure
for premixed turbulent ames as:

!8227—7:;
@ 2Ch 17

(23)
where Cy, is a model parameter which usually takes around 0.7 [32]. This
equation is exact in the limit of large Da, but also su ciently valid for a
range of turbulence conditions as reported in previous studies.[340, 39]
The physical mechanism suggested by this equation is that the mixingf
cold reactants and hot products at scales relevant for combusties dictated
by the scalar dissipation rate to sustain reactions in an averagednse. A
phenomenological version of the above model based on the turlnilkinetic
energy cascade concept was proposed by Spalding [41] and this ehasl
commonly known as eddy-breakup model (EBU).

Based on the regime diagram shown in Fig. 5, the local turbulent com-
bustion has hardly Da 1 in the ames considered here. However, Ka 1
in substantial regions and so the small scale turbulence is expecteddom-
inate the mixing process to sustain chemical reactions locally. This niig
and its role on combustion is the basis for Eddy Dissipation Concept [),

originally proposed for non-premixed combustion [42] which was reed by
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Ertesvag and Magnussen [43] to accommodate premixed combustialso.
The EDC is similar to EBU in a sense that the turbulent energy cascadgv-
erning the turbulent time scale controls the mixing of reactants angroducts.
However, while EBU assumes that small pockets of fresh gasesataown
to smaller burnt gas pockets following the Komogorov cascade oflwlence
and the time scale associated to this breakdown process controtsnbus-
tion, the EDC model employs a physical insight that the turbulenceta ne
scales" (where viscous dissipation acts) in uences the mixing thénegoverns
the state inside the ne structures. This denotes the rate of mixig of cold
reactant and hot products for premixed combustion and it denogethe rate
of mixing of fuel and oxidiser for non-premixed combustion [43]. Althmh
this approach does not require to resolve the ne structures, ghcoupling of
turbulent mixing and chemical reactions is e ectively captured by cmputing
the spatial extent of such ne structures in the domain as descrédad below.
The mean reaction rate is then described using the state of ne sirtures
which is denoted by a superscript \ * " below.

The fraction of the ow occupied by such ne structures is modelleds
[43, 44]:

1=4
“Turb

k2

=2:138 (24)

Then, the state of the ne structures c; is obtained by considering that
these ne structure is a perfectly-stirred reactor (PSR) with a esidence time
res, and initial states , T and Y; in the present study. The PSR transport

equation forcy is:
| PSR

dor _ o & le (25)

E - res
The steady solution obtained from Eq. (25) gives the state of netsictures,
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c;. Although the transport equation is written for progress variablehere,
similar equations for all species involved should be solved when Eq. )(Z5
directly integrated using a detailed chemical mechanism. In the EDGhe
residence time s corresponds to the average time scale during which the
uid resides inside the ne structures. This time scale is denoted by and

computed as:
1=2

=0:408

(26)
“Turb

The PSR reaction rate in the ne structures! £3® can be computed using
any chemical kinetics. In order to obtain the ne structure statec;, Eq. (25)
generally needs to be integrated in time using a small time step ot until the
steady state is reached. Equation (25) may be calculated by takingt ! 1
as [44]:

| PSR

CT Cr - “¢c . (27)

if the combustion condition is not close to extinction limit, since is gen-
erally small compared to ¢ under the present DNS conditions. Comparing
C; obtained by integrating Eq. (25) using small t and c; calculated using
Eq. (27), the maximum (average) di erence in the nal steady stge value

C; is very small. These values are 0.048 (0.026) and 0.017 (0.015) for S06
and S12 respectively. Finally, the mean reaction rate is obtained ugirihe

ne structure state c; as:[43, 44]

2
| E =

le = —(cr er): (28)

Clearly, this model can include nite rate chemistry by considering th PSR
reaction rate in the ne structure. If one combines Egs. (27) an@28) then

the mean reaction rate is directly related to the PSR reaction rateln the
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limit of large Reynolds number, the small-scale turbulence can entehd
reaction zone disturbing its structure. Under these conditions,he local
reaction zone can be seen as a well-stirred reactor as suggesiethb above
equation. Also, since the mean production afr does not need to follow the
Kolmogorov cascade exactly unlike EBU, the EDC can be applied for ange
of turbulent combustion conditions. These two mean reaction ratelosures

are applied to the present swirl ames and the results are discuskaext.

3.4.1. Estimation of mean reaction rate

The amelet-based, Eq. 23, and the EDC approaches discussed imet
previous sections are used here to contrast the role of scalar mgciand vis-
cous dissipation processes in the present swirling ames. The modelleean
reaction rates,! 2 * and! ¢ * respectively in Egs. 23 and 28, are validated
against the mean reaction raté ;. obtained directly from the DNS results.
Note that e, , R, eyn and other quantities used in the models are obtained
directly from the DNS data. Figure 13 shows the conditional PDFs ahe
modelled mean reaction rateP (! ¢ *j! £ ) and P(! & *j! ¢ ), for SO6 and
S12. The number of bins used for these PDFs is 30 in the¢ * and ! ¢ *
directions, and 30 (S06) and 20 (S12) in the;  direction. The PDF is con-
structed from the modelled mean and DNS mean reaction rates eldsthe x-
y plane using the Bayes theorem &B(! & *jl )= P(1 & *;1 £ )=P(! ¢ )and
PIE j'e)=P(C& ™ ;1 :)=P( ;). The conditional averagesh ¢
and b £ *j!

superimposed on the PDF.

P
" Cr

i, are obtained by averaging in each  bin, and they are

+
Cr

The amelet-based model using the scalar gradient alone underiesates

the mean reaction rate for S06 and overestimates for S12 in modt!q_
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as seen in Figs. 13a and 13b. A drawback of Eq. (23) is that this mdde
may not be able to include the e ects of reaction zone interactionsince
the mean reaction rate is modelled to be proportional to the mean aar
dissipation rate, and this proportionality cannot be guaranteed wén there
are ame interactions [45, 46]. Indeed, ame interactions are obsed in
these swirling ames as noted in Fig. 6d. Such interactions decreatiee
scalar dissipation rate while maintaining/increasing reaction rate [40].In
contrast, ame elements are stretched and strained by the loc#@lirbulence.
Although the intensity of these e ects varies, they lead to an incise of
scalar gradient for higher turbulence conditions (compare Figs. @ad 6c).
In this case, Eq. (23) tends to overestimate the reaction rate. dwever,
Eq. (23) reproduces qualitative trends, e.g. & !{ < 0.5 for SO06 and
0< I': < 03 for S12 as in Figs. 13a and 13b, suggesting that Eq. (23)
models the combustion process in these ames adequately to somteast.

The mean reaction rate estimated using the EDC model involving the
state of the viscously dissipative ne structure, Figs. 13c and 13&hows a
comparable performance to Eq. (23). Since the EDC assumes tlihé ne
structures are like PSR, the local reacting elements with large scaldissipa-
tion rates may not be adequately modelled by this approach as obged in
Fig. 13d (e.g.! ;.  0:3).

A close look at the conditional averages ¢f * and! & * shows that the
slope ofht & *jl % i starts to increase when the slope ¢t & *j! £ i starts to
decrease, and vice versa (e.g. Figs. 13b and 13d @  0:3). This suggests
that these two models complement one another. These results wha pos-

sibility that the performance of these two models depends on the laace of

28



two small-scale processes; one is turbulence processes resultorg elocity
gradients or viscous processes and the other is the scalar dissiqatrate
coming from scalar gradients. For instance, amelets are dominaaind only
Eq. (23) would work when the ame time scale is very short comparetd
the local turbulence time scale (large Da limit). In contrast, reactio zone
interactions, intense stretching and straining of reaction zonesocur when
the turbulence time scale is relatively short. In this case, Eq. (23)ogs not
hold and the EDC is likely to be more suitable locally.

The standard deviation of! 8 * and! & * shown for eachl ;_ in Fig. 13
also supports above reasoning. For the amelet model in Eq. (23))e stan-
dard deviation is generally smaller in S06 than S12 as observed in Fig3al
and 13b. This suggests that more ame elements can be modelled hy. E23)
in S06 yielding a reduced standard deviation. For the EDC model, hover,
the deviation is larger in S06 than S12 as shown in Figs. 13c and 13d.isTh
results from the relation between turbulence and chemical reactis discussed
in Figs. 9, 11 and 12.

A possible way to exploit the advantages of both models is to combine
these two modelled values according to a chemical and turbulence érscales
as follows:

1S= 1E+@a )18 (29)

f
t+ g

; (30)

where ; and ; are appropriate ame and turbulent time scales. Although
there could be several possible ways to de ne these time scalgs, =5
and le=Wwl . are used here as one choice. In the present turbulent

combustion conditions, s is about 2 to 10 times larger than; in a substantial
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portion of the combusting region implying that the EDC based apprazh
may be more appropriate. However, the local interplay between and
can change leading to a preference for amelet or EDC modelling amarch
locally. To include this change, the model in Eq. (29) is proposed in this
study. The result of this model,! CCT+ , IS shown in Fig. 14 for S06 and S12. The
conditional average,h f}T*j! .. I, improves signi cantly as shown in Fig. 14b
for the higher turbulence case S12, although this model is slightly vge than
the stand-alone EDC model (Fig. 13c) for S06. The results in Fig. Bliggest
that Eq. (29) and the estimates of ; and ; for the amelet and EDC models

are reasonable.

4. Conclusions

Direct numerical simulation data sets are analysed to study turbuie¢ ow
characteristics, their e ect on local ames, and their modelling in pemixed
turbulent swirl combustion. Two swirl numbers,S = 0:6 and 1.2, are consid-
ered. The azimuthal velocity has a signi cant e ect on the generaon of the
central recirculation zone in the combustor. Although the radial ®locity is
set to be zero at the inlet boundary, it increases in the downstrealocations
due to vortex breakdown in the annular jet resulting from large aziothal
velocity and also due to dilatation resulting from combustion initiated lp hot
gases trapped in the central recirculation zone when the swirl nier is large.
These large radial and azimuthal velocity components produce highveloc-
ity gradients, generating high turbulence intensity in a relatively upseam
region for the higher swirl number case compared ® = 0:6 case.

Large reaction rates are observed in regions with large turbulentrietic
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energy dissipation rate in an average sense, showing that the tutent dis-
sipation process in uences chemical reactions. This suggests ttiiae heat
and radicals from the hot products trapped in the recirculation zogs are
mixed with the reactants locally not only by the scalar dissipation ratgro-
cess but also by small-scale processes of turbulent dissipation @dog in

those regions. The former is controlled by scalar gradients and thatter

is controlled by velocity gradients. Thus, one must consider e ectsf both

of these two gradients for modelling purposes. In order to undésad these
processes, conditional PDFs of reaction rate, scalar dissipationdaturbu-

lent kinetic energy dissipation rates are examined. The PDFs show aak
correlation between the turbulence dissipation rate and reactiorate for the
lower swirl number case and this correlation becomes stronger the higher
swirl number case, although the conditional PDFs show that high tbulent

kinetic energy dissipation rate is not a su cient condition for high reation

rate. The PDFs of reaction rate conditioned on scalar dissipation t& show
a comparable correlation between reaction rate and scalar dissiat rate
for both cases. Therefore, both scalar and turbulence velocityaglients have
strong in uence on the chemical reactions through ne-scale mix@) and the
balance between these two processes depends on the local tieece and
thermochemical conditions.

A conventional amelet model involving scalar gradients as in Eq. (93
and EDC model involving the state of ne viscously dissipative structre
as in Eq. (28), are used to estimate the mean reaction rate, and &ssess
the competition between the two mixing mechanisms for mixing cold rea

tants and hot products. Although both models show a reasonableajitative
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agreement with the DNS results, they compensate each others' itations
when they are combined together appropriately.

A simple approach to unify these two models is proposed and testeeré.
The estimated mean reaction rate using this model, Eq. (29), is sigeantly
improved for S = 1:2 case, although the estimated value slightly shifts away
from the DNS results forS = 0:6 case. The improved result suggests that
the competition between mixing mechanisms through the scalar andrbu-
lence dissipation rates exists and the balance of these two proesssaries.
According to the time scales used here, the turbulence energy dgisgion
rate, denoting the viscous dissipation e ects, is dominant over thecalar
dissipation rate in an average sense, implying that the locations of ernse
reaction zones are strongly related to intense dissipation rate afirbulent
kinetic energy for ame conditions investigated here.

For future work, similar DNS studies are needed under lean combigst
conditions and high pressure conditions in a larger numerical domaiAlso,
chemical kinetics of hydrocarbon fuels as well as other alternatifeels need
to be considered. The simple modelling approach proposed in this syuthay
be applied for the Itered eld.

Appendix A. Choice of progress variable

In the present study, non-unity Lewis numbers are considered.aturally,
it is considered that the choice of progress variable (i.e. temperatibased,
Yu,-based) may a ect the conclusions reported here, especially thesult of
the proposed uni ed model, due to di erential di usion contribution. Fig-

ure 15 shows scatter plots otr~and ey, colored based on the intensity of
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the mean reaction rate. Heree,, is the progress variable based onjHmass
fraction. Particularly for mean reaction rate modelling, samples witharge
reaction rates are of interest which are denoted by dark-to-blaolours in
the plots. Clearly, the plots show thatc,, tends to be larger thancr in reac-
tion zones for both cases and distribution is relatively broad, sugstfeng there
is an in uence of di erential di usion despite that most of reaction zones are
located in intense turbulence regionska > 1) as discussed in Figs. 11 and
12.

This results in a relatively large deviation from the DNS mean reaction
rate and a large standard deviation when the individual amelet (Eq23) and
non- amelet (Eg. 28) models are considered fay,, (see Figs. 16a, 16b, 16d
and 16e) compared to the results forr. However, the uni ed approach pro-
posed here in EqQ. (29) tends to show a reduced deviation from thé\B mean
reaction rate as well as its standard deviation compared to the inddual
model forcy, (Figs. 16¢ and 16f). Thus, the conclusion in the paper remains
consistent regardless of the choice of a progress variable; botmelet and
non- amelet models complement each others' weaknesses to pce@ mean
reaction rate, and performance of the uni ed approach propodehere tends
to be less susceptible to the location on the regime diagram compatedhe
individual model considered. For more accurate mean reaction eapredic-
tion for progress variables of lighter species using the proposegagach, the
individual model and time scales considered in the uni ed model need be

improved.

33



Acknowledgments

This work is partially supported by Grant-in-Aid for Scienti c Research
(S) (No. 23226005) of Japan Society for the Promotion of Scien(sPS)
and Cabinet O ce/JSPS NEXT program (GR038).

References

[1] N. Swaminathan, G. Xu, A. P. Dowling, and R. Balachandran. Heat
release rate correaltion and combustion noise in premixed amesl.
Fluid Mech., 681:80{115, 2011.

[2] N. Swaminathan, R. Balachandran, G. Xu, and A. P. Dowling. On ta
correlation of heat release rate in turbulent premixed amesProc. Com-
bust. Inst., 33:1533{1541, 2011.

[3] Kyu Tae Kim and Dom A. Santavicca. Interference mechanisms atous-
tic/convective disturbances in a swirl-stabilized lean-premixed conois-

tor. Combust. Flame 160:1441{1457, 2013.

[4] H.J. Krediet, C.H. Beck, W. Krebs, and J.B.W. Kok. Saturation meb-
anism of the heat release response of a premixed swirl ame usingS.E
Proc. Combust. Inst, 34:1223{1230, 2013.

[5] J. Aminian, C. Galletti, S. Shahhosseini, and L. Tognotti. Key modang
issues in prediction of minor species in diluted-preheated combustion

conditions. Appl. Thermal Eng. 31:3287{3300, 2011.

[6] Y. Huang and V. Yang. Dynamics and stability of lean-premixed swi

stabilized combustion.Prog. Energy Combust. Scj.35(4):293{364, 2009.

34



[7] M. Freitag and M. Klein. Direct numerical simulation of a recirculatirg,
swirling ow. Flow Turbul. Combust, 75:51{66, 2005.

[8] M. Day, S. Tachibana, J. Bell, M. Lijewski, V. Beckner, and R. K.
Cheng. A combined computational and experimental characterizan of
lean premixed turbulent low swirl laboratory ames I. Methane ames.
Combust. Flame 159:275{290, 2012.

[9] M. Tanahashi, S. Inoue, M. Shimura, S. Taka, G-M Choi, and
T. Miyauchi. Reconstructed 3D ame structures in noise{controlld
swirl-stabilized combustor. Exp Fluids 45:447{460, 2008.

[10] P Palies, D Durox, T Schuller, and S Candel. The combined dynamics
of swirler and turbulent premixed swirling ames. Combust. Flame
157:1698{1717, 2010.

[11] Evatt R. Hawkes, Ramanan Sankaran, and Jacqueline H. Cheksti-
mates of the three-dimensional ame surface density and evergrim in
its transport equation from two-dimensional measurement$roceedings

of the Combustion Institute 33(1):1447{1454, 2011.

[12] N. Chakraborty, H. Kolla, R. Sankaran, E. R. Hawkes, J. H. Gin, and
N. Swaminathan. Determination of three-dimensional quantities fated
to scalar dissipation rate and its transport from two-dimensional ea-
surements direct numerical simulation based validation.Proc. Com-

bust. Inst., pages 1151{1162, 2013.

[13] S. Tanaka, M. Shimura, N. Fukushima, M. Tanahashi, and T. Miyachi.

35



DNS of turbulent swirling premixed ame in a micro gas turbine com-
bustor. Proc. Combust. Inst, 33:3293{3300, 2011.

[14] V. Moureau, P. Domingo, and L. Vervisch. From Large-Eddy Siatation
to Direct Numerical Simulation of a lean premixed swirl ame: Itered

laminar ame-PDF modeling. Combust. Flame 158:1340{1357, 2011.

[15] N. Swaminathan and K. N. C. Bray. Fundamentals and challenges
In Turbulent premixed ames pages 1{40. Cambridge University Press,
2011.

[16] H. Wang, K. Luo, S. Lu, and J. Fan. Direct numerical simulation ad
analysis of a hydrogen/air swirling premixed ame in a micro combustor
Int. J. Hydrogen Energy, 36:13838{13849, 2011.

[17] E. Gutheil, G. Balakrishnan, and F. A. Williams. Structure and ex-
tinction of hydrogen{air di usion ames. In N. Peters and B. Rogg,
editors, Lecture Notes in Physics: Reduced kinetic mechanisms for-ap
plications in combustion systemspages 177{195. Springer Verlag, New
York, 1993.

[18] R. J. Kee, G. Dixon-Lewis, J. Warnatz, M. E. Coltrin, and J. A.
Miller. A Fortran computer code package for the evaluation of gas-
phase multicomponent transport propertiesSandia National Laborato-
ries, SAND86-8246, 1986.

[19] R. J. Kee, F. M. Rupley, and J. A. Miller. Chemkin-lI: A Fortran
chemical kinetics package for the analysis of gas phase chemicaktos.
Sandia National Laboratories SAND89-8009B, 1989.

36



[20] N.B. Peter, D.B. George, and C. H. Alan. VODE, A Variable-Coe dent
ODE solver. SIAM J. Sci. Stat. Comput,, 10:1038{1051, 1989.

[21] M. Tanahashi, M. Fujimura, and T. Miyauchi. Coherent ne-scée eddies
in turbulent premixed ames. Proc. Combust. Inst, 28:529{535, 2000.

[22] Y. Minamoto, N. Fukushima, M. Tanahashi, T. Miyauchi, T. D. Dun
stan, and N. Swaminathan. E ect of ow-geometry on turbulencescalar

interaction in premixed ames. Phys. Fluids 23(12):125107, 2011.

[23] M. Shimura, K. Yamawaki, N. Fukushima, Y. S. Shim, Y. Nada,
M. Tanahashi, and T. Miyauchi. Flame and eddy structures in hydrogr
nair turbulent jet premixed ame. Journal of Turbulence 13(42):1{17,
2010.

[24] B. Yenerdag, N. Fukushima, M. Shimura, M. Tanahashi, and
T. Miyauchi. Turbulence- ame interaction and fractal characterstics
of H,-air premixed ame under pressure rising condition.Proc. Com-
bust. Inst., 35(2):1277{1285, 2015.

[25] T. Poinsot and S. Lele. Boundary conditions for direct simulatiaof

compressible viscous owsJ. Comput. Phys, 101:104{129, 1992.

[26] M. Baum, T. J. Poinsot, and D. Ttevenin. Accurate boundarycondi-
tions for multicomponent reactive ows.J. Comput. Phys, 116:247{261,
1994.

[27] Y. Wang, M. Tanahashi, and T. Miyauchi. Coherent ne scale edés
in turbulence transition of spatially{developing mixing layer. Int. J. of
Heat and Fluid Flow 28:1280{1290, 2007.

37



[28] N. Syred. A review of oscillation mechanisms and the role of theepr
cessing vortex core (PVC) in swirl combustion systemsProg. Energy
Combust. Sci, 32:93{161, 2006.

[29] O. Lucca-Negro and T. O'Doherty. Vortex breakdown: a rewe
Prog. Energy Combust. Scj.27:431{481, 2001.

[30] A.M. Steinberg, R. Sadanandan, C. Dem, P. Kutne, and W. Meier
Structure and stabilization of hydrogen jet ames in cross- ows.
Proc. Combust. Inst, 34(1):1499{1507, 2013.

[31] N. Peters. Turbulent combustion Cambridge University Press, Cam-
bridge, UK, 2000.

[32] K. N. C. Bray. The interaction between turbulence and combtisn.
Proc. Combust. Inst, 17:223{233, 1979.

[33] R. Borghi and D. Dutoya. On the scales of the uctuations in ttbulent
combustion. Proc. Combust. Inst, 17(1):235{244, 1979.

[34] P. A. Libby and K. N. C. Bray. Implications of the laminar amelet
model in premixed turbulent combustion. Combust. Flame 39(1):33{
41, 1980.

[35] A. Mura and R. Borghi. Towards and extended scalar dissipaticgqua-
tion for turbulent premixed combustion. Combust. Flame 133:193{196,
2003.

[36] N. Swaminathan and K. N. C. Bray. E ect of dilatation on scalar ds-

38



sipation in turbulent premixed ames. Combust. Flame 143:549{565,
2005.

[37] H. Kolla, J. W. Rogerson, N. Chakraborty, and N. SwaminathanScalar
dissipation rate modelling and its validation. Comb. Sci. Technol,
181:518{535, 2009.

[38] N. Chakraborty and N. Swaminathan. E ects of Lewis numbermscalar
dissipation transport and its modeling in turbulent premixed combus-
tion. Comb. Sci. Technol, 182(9):1201{1240, 2010.

[39] T. D. Dunstan, Y. Minamoto, N. Chakraborty, and N. Swaminahan.
Scalar dissipation rate modelling for Large Eddy Simulation of turbulen
premixed ame. Proc. Combust. Inst, 34:1193{1201, 2013.

[40] Y. Minamoto, T. D. Dunstan, N. Swaminathan, and R. S. Cant. DS
of EGR-type turbulent ame in MILD condition. Proc. Combust. Inst,
34:3231{3238, 2013.

[41] D. B. Spalding. Mixing and chemical reaction in steady con ned tbu-

lent ames. Proc. Combust. Inst, 13(1):649657, 1971.

[42] B. F. Magnussen and B. H. Hjertager. On mathematical mode{jnof
turbulent combustion with special emphasis on soot formation andm-

bustion. Proc. Combust. Inst, 16:719{727, 1977.

[43] I. S. Ertesag and B. F. Magnussen. The eddy dissipation tuiulence
energy cascade modefComb. Sci. Technol, 159:213235, 2000.

39



[44] 1. G. Gran and B. F. Magnussen. A numerical study of a blu -bdy
stabilized diusion ame . Part 2. Inuence of combustion modeling
and nite-rate chemistry a numerical study of a blu -body stabilized
di usion ame. Comb. Sci. Technol, 119:191{217, 2007.

[45] Y. Minamoto and N. Swaminathan. Scalar gradient behaviour in NID

combustion. Combust. Flame 161(4):1063{1075, 2014.

[46] Y. Minamoto, N. Swaminathan, R. S. Cant, and T. Leung. Reaitn
zones and their structure in mild combustion. Comb. Sci. Technol.
186(8):1075{1096, 2014.

40



Table 1: Correlation coe cient for various elds. The coe cients ar e given for instanta-
neous and mean elds. The values in the brackets are those obtaiiteusing the samples

taken from the combustion regions (progress variable bounded kween 0.1 and 0.9).

Fields ! cr - turb ! cr- Cr 1-_CT' Surb 1-_CT' Q:T
S06 | 0.304 (0.34)| 0.439 (0.37)| 0.329 (0.36)| 0.730 (0.73)
S12 | 0.510 (0.50)| 0.435 (0.38)| 0.903 (0.90)| 0.653 (0.65)
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Figure 1: Instantaneous 3D iso-surfaces of reaction progressanable cr = 0:5 for (a)
S06 and (b) S12 att = 11 . Colour shows the normalised reaction rate! . Note
that the iso-surfaces are not shown aty* < 6 and z* < 6 for visibility. The two-

dimensional cross-section denoted by red lines shows the locatiori -y plane considered

in the following sections.
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Figure 2: Mean velocity component in the axialu* (a, c) and radial ¥* (b, d) directions

for S06 (a, b) and S12 (c, d). The white contour line correspondsd &* =0 and »* = 0.
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Figure 3: Variation of w=ug with y=y;_, at x* =11.6, 15.5, 19.4, 23.3 and 27.2 for (a) S06
and (b) S12.
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Figure 4: Variation of normalised turbulent kinetic energy K* for (a) S06 and (b) S12.
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Figure 5: Local turbulent combustion conditions on the regime diagam for S06 and S12.
The colour of data points depends onx* location of the samples. The colour changes
from green to purple with an increase ofx* distance of each sample for S06, and from
blue to red for S12. The arrow denote general transition in the coraustion regime with
x* distance. One in every ve samples is shown in the gure. (i) Wrinkled amelets, (ii)

Corrugated amelets, (iii) Thin reaction zones and (iv) Broken reaction zones.

46



0.6

0.4

0.2

0.4

0.3

0.2

0.1

(e) (f) (9) (h)

Figure 6: Variations of ¢r (a, ¢), ! &, (b, d), er (e, g) and! £ (f, h) for S06 (a, b, e, f)
and S12 (c, d, g, h) in the 2Dx-y plane marked in Fig. 1a.
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Figure 7: 3D instantaneous combustion eld viewed from top to bottom in the x direction
for S12. Cyan iso-surfaces: 10% of maximumy,, , white{grey iso-surfaces: ! gT =05

and red iso-surface:! . =0:7.
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Figure 8: Scatter plot of instantaneous scalar gradientr crj* with the progress variable
cr, conditional average (red dashed line) and standard deviation (rd thin line). The
coresponding unstrained laminar ame solution is superimposed (bludine). The DNS

samples are taken att =11 .
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Figure 9: Variation of normalised dissipation rate of turbulent kinetic energy <, and
reaction rate contours for (a) S06 and (b) S12. Thin black line:! { = 0:1 and bold red

H . |+ —
line: V& = 11.,.
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Figure 10: Joint PDF of reaction rate and scalar dissipation rate, P(! £ ;In ) for
S06 (a) and S12 (b). For visibility, the colorbar is scaled as 0 In(PDF + 1) 0:1.
The maximum In(PDF + 1) is 3.2 for S06 and 2.4 for S12. The contour linesare also

superimposed for 0005,0:01; ;0:1. Bold black line shows the corresponding unstrained

laminar ame solution.
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Figure 11: PDF of turbulence energy dissipation rate conditioned onreaction rate,
P(n ! ;) (&, b) and PDF of scalar dissipation rate conditioned on reaction rde,
P(n £ j!' &) (c, d) for S06 (a, c) and S12 (b, d). The contour lines are also sugrimposed
for 0:02,0:04; ;0:24 (a, b), and 0035, 0:07; ;0:42 (c, d). Bold black line shows the

unstrained laminar ame solution (c, d).
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Figure 12: PDF of reaction rate conditioned on turbulence energy @sipation rate,
P(! & jln ) (a, b) and PDF conditioned on scalar dissipation rate,P (! ; jIn ¢ ) (c, d)
for S06 (a, c) and S12 (b, d). The contour lines are also superimpesd for 0:2;0:4; ;2.0
(a, b), and 0:125,0:25; ;0:15 (c, d). Bold black line shows the unstrained laminar ame

solution (c, d).
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Figure 13: Conditional PDFs of reaction rate, P(! 2 *jl £ ) (a, b) and P(! § *j! &) (c,
d) for S06 (a, ¢) and S12 (b, d). The mean reaction rates! ¢ , ! * and ! £ * are
respectively reaction rates obtained directly from the DNS result,obtained using Eq. (23)
and using EDC model (Eqg. 28). The dashed line represents the perft agreement. The
white and black circles show conditional averagesii 2 *j! £ i (a, b)and H & *jI i (c,

d), and one standard deviation from the average is shown in top of each gure.
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Figure 14: Conditional PDF of reaction rate using Eq. (29), P (! ET Tjl ¢, ) for (a) S06 and
(b) S12. The dashed line represents the perfect agreement. Thehite and black circles

show conditional averagesh ET *jl ¢ i, and one standard deviation from the average is

shown in the top of each gure.
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Figure 15: Scatter plot of er and ey,. Each scatter is coloured gradually from black to
white based on the reaction rate! ,,, . Black: high reaction rate, white: zero reaction rate.

er = €y, boundary is denoted by solid line.
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Figure 16: Conditional PDFs of reaction rate, P (! EH:j! &,) (ad), P(! CEH:j! &) (be)

and P (! EHz*j! :;Hz) (c,f) for S06 (a,b,c) and for S12 (d,e,f). The dashed line representthe
.
i

perfect agreement. The white and black circles show conditional arages,h E‘H:j! Ch,

(a,d), H CEHZ"j! &1 (be) and h §H2+j! &1 (cf), and one standard deviation ~ from the

average is shown in top of each gure.
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