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Abstract

Direct numerical simulation is employed to investigate the turbulent flow

characteristics and their effect on local flames for mean reaction rate mod-

elling in turbulent swirling premixed flames. Two swirl numbers having sig-

nificant effects on the formation of a central recirculation zone in the combus-

tor are considered. The large velocity gradients in the higher swirl number

case produce high turbulence intensity in a relatively upstream region com-

pared to the lower swirl number case. The conditional Probability Density

Functions (PDFs) of the reaction rate and dissipation rates of turbulent ki-

netic energy and scalar fluctuations are also examined. The PDFs show

correlations between the turbulence energy dissipation and reaction rates

and between the scalar dissipation and reaction rates, suggesting that the

heat and radicals from the hot products trapped in the recirculation zones

are mixed with the reactants, not only through scalar dissipation rate (i.e.

scalar gradient) but also by small-scale processes of turbulence relevant to
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turbulent kinetic energy dissipation rate. Therefore, both scalar and velocity

gradients have a strong influence on the chemical reactions through mixing of

cold reactant and hot products. A conventional flamelet and EDC models are

used to estimate the mean reaction rate, and to study the balance between

these two mixing mechanisms. Although both models show a qualitative

agreement with the DNS results, these models compensate their limitations

each other, depending on the local turbulence and thermochemical condi-

tions. A simple approach is proposed to exploit the advantages of these two

models by considering the balance of two mixing mechanisms based on the

chemical and turbulence time scales. The estimated mean reaction rate us-

ing the proposed model is significantly improved for the higher swirl number

case, although the estimated value slightly shifts away from the DNS results

for the lower swirl number case. The improved modelling estimate and the

balance of turbulence and chemical time scales suggest that the locations of

intense reaction zones are strongly related to the dissipation rates of both

scalar and turbulent kinetic energy.

Keywords: Direct Numerical Simulation (DNS), Swirling flame, Eddy

Dissipation Concept, Flamelet model

1. Introduction

There are strong demands for combustion devices to be more environ-

mentally friendly. Especially, combustion engineers are facing urgent need

to suppress pollutant emissions such as NOx as well as to enhance combus-

tion efficiency in gas turbine engines for power generation. One of many

possible technologies to achieve these for the next generation combustion

2



devices is lean-premixed combustion of either traditional fuels or renew-

able/alternative fuels. In premixed combustion, global flame characteristics

can be controlled relatively straightforwardly to meet the environmental re-

quirements, by changing the stoichiometry, dilution level and temperature of

a reactant mixture. However, lean-premixed combustion is naturally unsta-

ble for a number of reasons, and this needs to be overcome.

Although many of these instabilities may be avoided by using MILD

(Moderate and Intense Low-oxygen Dilution) premixed combustion, this

technology has not yet fully matured for gas turbine combustion applica-

tions. There are several studies to investigate the relation between sound

generation of flames and reaction rate dynamics in conventional premixed

combustion [1, 2, 3, 4], and they show that the combustion instabilities are

susceptible to the temperature and heat release rate fluctuations. Also, tem-

perature fluctuations have significant influence on pollutant formation rate

and emissions [5]. Thus, accurate and robust modelling of heat release rate

is one of the keys to achieve “greener” combustion devices.

Among many possible burner types, swirl burners would be of particular

interests for the advanced combustion devices such as gas turbine engines.

The bluff body configuration would stabilise reaction zones through recircula-

tion of burnt gases, and the swirl flow helps efficient mixing of reactants. The

dynamics of swirl flames have been studied for premixed combustion and the

literature is summarised in [6], indicating their potential for advanced com-

bustion applications. However, unlike conventional turbulent planar, Bun-

sen, V-shaped and other zero- to two-dimensional canonical flames, the mean

fluid velocity in a swirl burner involves strong three-dimensionality resulting
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from recirculation and vortex breakdown phenomena [7]. These flow features

with strong shear create intense turbulence influencing the heat release rate.

Therefore, understanding of the basic flow, turbulence generation and their

effect on chemical reactions is imperative for modelling turbulent combustion

in such flows.

Another difficulty to be faced for the next generation combustion devices

is the fuel composition. The traditional fuels mainly consist of hydrocarbon

while renewable and alternative fuels derived from biomass or gasification

invariably contain hydrogen up to 90% by volume [8]. Although hydrogen

helps to broaden the flammability limits of hydrocarbon fuels, it also triggers

thermo-diffusive instability due to Le ≪ 1, where Le is the Lewis number.

Thus, a reasonable first step towards achieving modelling for turbulent com-

bustion of next generation fuels would be to study non-unity Lewis number

flames.

Experimental investigations of phase averaged combustion fields have fur-

thered our understanding of heat release rate dynamics [9, 10]. However, the

strong three-dimensionality of swirling flow makes experimental investiga-

tions challenging since two-dimensional measurements are used in general, al-

though some three-dimensional estimates can be made using two-dimensional

measurements [9, 11, 12]. Also, simulations of Reynolds averaged or filtered

reacting fields are inadequate to study the interaction between turbulence and

chemical reactions since these simulations require models for this interaction.

Therefore, three-dimensional Direct Numerical Simulation (DNS) data of tur-

bulent swirling flames of hydrogen-air mixture are analysed to investigate:

(1) the effect of swirl on velocity and scalar fields, (2) turbulence charac-
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teristics and their effects on mixing of reactants, and (3) flame-turbulence

interactions. Although DNS has several limitations such as simulation dura-

tion, computational domain size, etc., the use of this methodology is required

to address the objectives of this study.

The details of DNS are explained in Sec. 2. The results are discussed in

Sec. 3 starting with the general flow and flame features. This is followed by

the results investigating the relation between reaction rate, turbulence and

scalar gradients. The effect of turbulence and scalar dissipation on mean

reaction rate is then discussed using conventional modelling approaches. The

conclusions are summarised in the final section.

2. Direct Numerical Simulation

The turbulent swirling premixed flames are simulated by means of DNS

approach employing fully compressible governing equations and a detailed ki-

netic mechanism for hydrogen-air combustion [13]. Although Moureau et al.

[14] conducted a swirl flame DNS in a practical domain they employed lami-

nar flamelet tabulated chemistry and thus the nature of turbulence–chemistry

interaction is already presumed. In the present study, the hydrogen-air chem-

istry is fully resolved and all the scalars involved in the chemistry are trans-

ported in order to capture effects of turbulence on reaction zones in detail.

Also, as discussed in Sec. 2.3, the turbulence conditions considered here are

closer to those seen in practical devices [15] than the conditions reported in

a previous DNS study of swirl flames [16]. Thus, the conditions and effects

investigated in this study are complementary to these two previous studies.
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2.1. Governing Equations

The governing equations are for conservation of mass, momentum, energy

and mass fraction of species i. These equations are written as

mass:
∂ρ

∂t
+∇ · (ρu) = 0, (1)

momentum:
∂ (ρu)

∂t
+∇ · (ρuu) = −∇ · P , (2)

energy:

∂ (ρT )

∂t
+∇ · (ρuT ) =

1

c̄v
∇ · (λth∇T )−

1

c̄v

N∑

i=1

(ρYiVicp,i · ∇T )

−
T

c̄v

N∑

i=1

[Ri∇ · (ρYiVi)]−
1

c̄v
P : (∇u)

−
1

c̄v

N∑

i=1

(hiωi) +
T

c̄v

N∑

i=1

(Riωi) , (3)

mass fraction of i-th species:

∂ (ρYi)

∂t
+∇ · (ρuYi) = −∇ · (ρYiVi) + ωi, (4)

where λth, hi, Ri and ωi denote mixture thermal conductivity, specific en-

thalpy, characteristic gas constant and reaction rate of species i, respectively.

The stress tensor P is:

P =

[
p+

(
2

3
µ− κ

)
(∇ · u)

]
I − µ

[
(∇u) + (∇u)T

]
, (5)

where µ is the dynamic viscosity and κ is the bulk viscosity of the mixture.

The mixture averaged specific heat capacity at constant volume is given by

c̄v =

N∑

i=1

(cv,iYi) . (6)
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The diffusion velocity of species i, Vi, is modelled using the Fickian type

diffusion. Other symbols have their usual meanings.

The adiabatic combustion of a stoichiometric H2-air mixture at 0.1 MPa

is simulated using a detailed kinetic mechanism [17] consisting of 27 elemen-

tary reactions and 12 species (H2, O2, H2O, O, H, OH, HO2, H2O2, N2, N,

NO2 and NO) including the effect of non-unity Lewis numbers. The temper-

ature dependence of viscosity, thermal conductivity and diffusion coefficients

are calculated using CHEMKIN-II packages [18, 19], which are modified for

vector/parallel computations. The effects of Soret, Dufour, and pressure

gradient are neglected.

These equations are discretised on a uniform mesh using a fourth or-

der central difference scheme and are integrated in time using a third order

Runge-Kutta scheme. Only the chemical source terms are handled using a

point implicit method to reduce stiffness [20]. The same computer code has

been used for a variety of turbulent combustion problems reported previously

[21, 22, 23].

2.2. Configuration and Boundary Conditions

Figure 1 shows the numerical configuration and coordinate used in this

study. The domain is a cuboid, having a size of Lx × Ly × Lz in x, y and z

directions. There is an inflow boundary at x = 0 and an outflow boundary

at x = Lx. The boundaries in y and z directions are no-slip, iso-thermal

wall with temperature fixed at Tu [24]. Note that the wall boundary layer is

resolved and no numerical oscillation is observed under the numerical condi-

tion used in this study (explained in Sec. 2.3). These boundary conditions

are based on the formulation of Navier-Stokes Characteristic Boundary Con-
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dition (NSCBC) [25, 26]. The shape of the inlet is a concentric annulus with

an inner diameter of Din = 0.6 mm and an outer diameter of Dout = 2.5

mm. By solving the steady Navier-Stokes equations in cylindrical coordinate

with appropriate boundary conditions on the walls, mean profiles of radial

ur, azimuthal uθ and axial ux velocity components of an annular swirling

flow at the inlet are obtained analytically as a function of radial distance,

r =
√
y2 + z2 as

ur = 0, (7)

uθ = Fθ

(
r2

3
+ c1r +

c2
r

)
= FθUθ, (8)

ux = ub
x

[(
r

Rout

)2

+
R2 − 1

lnR
ln

(
r

Rout

)
− 1

]
c3, (9)

where Rout = Dout/2, Rin = Din/2 and R = Rin/Rout. The bulk mean axial

velocity ub
x is to be set. The three integration constants, c1, c2 and c3, are

also determined by imposing no-slip wall conditions at r = Rin and Rout, and

the relation between ux and ub
x:

c1 = −
Rout (R

2 +R + 1)

3 (1 +R)
, (10)

c2 =
R3

outR
2

3 (1 +R)
, (11)

c3 = −
2 lnR

R2 (lnR− 1) + 1 + lnR
. (12)

The parameter Fθ is related to the external force for uθ, which can be deter-

mined using the swirl number S defined as

S =

∫ Rout

Rin
uθuxr

2dr

(Rout − Rin)
∫ Rout

Rin
u2
xrdr

. (13)
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By substituting Eqs. (7)–(9) into Eq. (13),

Fθ = S
(Rout − Rin)

∫ Rout

Rin
u2
xrdr∫ Rout

Rin
Uθuxr2dr

. (14)

The mean velocity obtained as above is used for a base flow at the inflow

boundary. For the present DNS, velocity perturbations u′

i in direction i deter-

mined by a banded white noise are superimposed on the base flow following

Wang et al. [27] as

u′

i(r, θ, t) =

Nf∑

i=1

Aφ(r) sin [2πfjt+ Φij(r, θ, t)] , (15)

where φ(r) is the turbulence intensity variation given as

φ(r) = 1− exp

[
−c4

(
r −

Rout +Rin

2

)2
]
. (16)

The perturbation magnitude A at each frequency, (fj | j = 1, 2, · · ·Nf ), is

given asA = u′

max/
√
Nf , where u

′

max is the maximum intensity of the velocity

perturbation. The range of fj includes the most unstable frequency, fu =

2/(Rout − Rin), estimated from the mean velocity profile using the linear

instability theory. Phase Φij is given randomly by using random numbers.

Each Φij has its own randomly-determined lifetime after which Φij is renewed

for fj. The number of modes Nf used in the present DNS is 120. The

variation of turbulence intensity in Eq. (16) and the factor c4 ≈ 9.2 (mm−2)

are chosen to achieve a laminar-turbulence transition within the DNS domain

for different S conditions. The obtained inflow velocity field is then mapped

on the Cartesian coordinate at x+ = 0 of the DNS domain.
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2.3. Combustion and Numerical Conditions

In this study, adiabatic combustion of a stoichiometric hydrogen–air mix-

ture at 0.1 MPa is simulated, and the reactant temperature is set to be

Tu = 700 K. Under such a condition, the unstrained laminar flame speed SL

is 10.6 m/s, the thermal thickness, δth ≡ (Tb−Tu)/|∇T |max, is 5.03×10−4 m,

and the Zel’dovich thickness, δF ≡ λth,u/(ρucp,uSL), is 1.8 × 10−5 m. The

burnt mixture temperature is Tb = 2340 K. Two DNS cases, S06 and S12,

with these thermochemical conditions are considered. For both cases, the

bulk mean axial velocity at the inlet ub
x is 200 m/s, and the maximum inten-

sity of velocity perturbation u′

max is set to be 30 m/s which corresponds to

the Root-Mean-Square (RMS) velocity fluctuation of 13.2 m/s at the inflow

boundary. The swirl number is 0.6 for S06 and 1.2 for S12. These swirl

number conditions produce the maximum azimuthal velocity of around ub
x

for S06 and 2ub
x for S12 at the inflow boundary.

The size of DNS domain is set to be Lx×Ly ×Lz = 15× 10× 10mm3 for

both cases, S06 and S12. This domain size is small compared to the practi-

cal and laboratory-scale combustors, and this may affect the present results

regarding the basic flow characteristics. However, the use of DNS should

provide detailed insights especially on the second and third objectives of this

study noted in the introduction. The computational domain is discretised

using Nx × Ny × Nz = 769 × 513 × 513 mesh points for both cases. These

meshes ensure that there are at least 20 mesh points inside δth. Also, a cold

flow DNS has been carried out with a mesh points of 385 × 257 × 257 and

769 × 513 × 513, and the difference of mesh points does not unduly change

the cold flow results. The computational domain is initially filled with hot
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products which ignite the inflowing cold reactants to develop flames. The

simulation was initially run for 11τF , where τF = δth/SL, to ensure that the

initial transients had left the computational domain. The simulation was

then continued for about one additional τF and 7 data sets were collected for

each case. These simulations have been run on Hitachi HA8000 cluster using

256 cores with a wall-clock time of about 3250 hours for each case.

3. Results and discussions

An instantaneous iso-surface of a reaction rate cT is shown for S06 and

S12 in Fig. 1. This iso-surface of cT clearly shows the effect of swirl. Here,

the reaction progress variable is defined using temperature T as

cT =
T − Tu

Tb − Tu

. (17)

The iso-surface is coloured using the instantaneous reaction rate, defined as

ωcT =
Q̇

cp(Tb − Tu)
, (18)

where Q̇ is the heat release rate. The superscript “+” denotes an appropri-

ate normalisation using the laminar flame quantities. For example, length,

velocity, gradient of cT and reaction rate are respectively normalised using

δth, SL, 1/δth and ρuSL/δth. The two-dimensional cross-section denoted by

red lines shows the location of 2D x-y plane considered in the following dis-

cussions. The iso-surface shows intense convolution for S12 compared to S06,

showing a possibility that S12 involves higher turbulence intensity. The iso-

surface of S06 has rippling shape, indicating the effect of Kelvin-Helmholtz

(KH) instability. The KH instability is not visually observed for S12 due to
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the strong convolution of the iso-surface. This strong convolution suggests

intense turbulence generation resulting from a vortex breakdown in the an-

nular swirling jet for S12. The iso-surface shows that intense reactions occur

relatively upstream locations for S12 compared to S06.

3.1. General flow features

The Reynolds average of a quantity Q is obtained by averaging Q over

the sampling time and the four y-z quadrants using

Q̄(x0, y0, z0) =
1

4Nt

Nt∑

n=1

4∑

m=1

Q(xm, ym, zm;n), (19)

where 


xm

ym

zm


 =




1 0 0

0 cos θm − sin θm

0 sin θm cos θm







x0

y0

z0


 , (20)

and θm = π (m− 1) /2, 0 ≤ x0 ≤ Lx, 0 ≤ y0 ≤ Ly/2 and 0 ≤ z0 ≤ Lz/2.

The number of data sets collected over the sampling period is denoted by Nt

(= 7). The density weighted average Q̃ is then computed as Q̃ = ρQ/ρ̄.

Figures 2 shows the variations of ũ+ and ṽ+ for S06 and S12. These fields

are shown in the x-y plane as explained in Fig. 1. The maximum ũ+ is around

40SL for both cases since the axial inlet velocity is the same for these two

cases. However, while the high ũ+ is convected simply downstream in S06, it

spreads more in the radial direction in S12. It is worth to note that the radial

velocity has been set to be zero at x+ = 0; see that the large ṽ+ region is

detached from x+ = 0 in Figs. 2b and 2d. There is a small negative ũ+ region

inside the annular jet flow (left side of the high ũ+ region in Fig. 2a marked

as R1), suggesting the existence of a weak central recirculation zone near the
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inlet boundary in S06. In S12, however, the negative ũ+ region is much larger

as in Fig. 2c than that of S06, clearly showing that the central recirculation

zone occupies a substantial portion of the domain. This larger recirculation

zone is due to the centrifugal pressure gradient created by the strong swirling

flow [28]. Given the intense recirculation zone, the maximum ṽ+ velocity is

also larger by about four times of that in S06. The intense recirculating flow

carries hot products back towards the upstream region (this point is discussed

further in Sec. 3.2). These recirculated hot gases provide heat and radicals

to the fresh reactants to sustain chemical reactions, and the dilatation due

to the heat release accelerates the radial velocity further.

The behaviour of ũ+ in S06 seems similar to that of a typical turbulent

free shear flow since the radial velocity is not so intense. Figure 3 shows

the mean axial velocity variation, ũ/u0, with the radial distance, y/y1/2 at

several streamwise locations, x+ =11.6, 15.5, 19.4, 23.3 and 27.2 for S06

and S12. Here, u0 is the maximum of the mean axial velocity at each x+

location. The half-distance y1/2 is also defined as the radial distance at which

ũ(x, y1/2, 0) = u0/2 is satisfied. This implies that y1/2 is generally different

for different x+ locations. The variation of normalised velocity with the

normalised y in Fig. 3a clearly shows self-similarity for S06, although ũ/u0

inside the annular flow (y/y1/2 < 0.5) does not. This shows that the axial

velocity in S06 is affected significantly by neither the weak inner recirculating

flow nor the chemical reactions, and the annular flow behaves similar to

typical free shear flows in most of the region. In contrast, the ũ+ variation

in S12 shown in Fig. 3b reveals a strong effect of recirculating flow and

dilatation at all radial location except near the wall. Therefore, the swirl
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number in the present configuration has a significant effect on behaviour of

the annular jet and on the formation of a central recirculation zone in the

present configuration. Such an effect of the swirl induced vortex breakdown

on the formation of a central recirculation zone has been also addressed in

previous studies [29, 6, 30].

In the present DNS, a small velocity perturbations are added to aid lam-

inar to turbulent flow transition as noted in Sec. 2.2. The small disturbance

absorbs the energy from the base flows and eventually grows if the velocity

gradients are strong enough. For both cases, the velocity gradient is rela-

tively large as shown in Fig. 2. Figure 4 shows the variation of normalised

turbulent kinetic energy, k̃+ = 0.5ũ′′

i u
′′

i /S
2
L, in the 2D x-y plane noted in

Fig. 1. Here, a fluctuation Q′′ of a quantity Q is calculated as Q − Q̃. The

intense k̃+ regions appear at different locations for S06 and S12 as shown in

Fig. 4. The normalised turbulent kinetic energy generally increases with the

x+ distance in S06 while the turbulence simply decreases once it is generated

in the upsteram region in S12. This is due to the difference of the base flow

from which the energy is transferred to turbulent disturbances. The maxi-

mum value of k̃+ also differs significantly despite that the initial disturbance

at the inlet boundary has the same magnitude statistically and ub
x is also the

same. This clearly shows that the strong shear resulting from the larger ra-

dial and azimuthal velocity components in S12 encourages the small velocity

disturbance to grow quickly to generate higher turbulence intensity in the

upstream region.

The mean turbulence energy dissipation rate can be computed, including
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the dilatation effect, as

ǫ̃turb =
2νρ (SijSij − SiiSii/3)

ρ̄
. (21)

Here, Sij is the rate-of-strain tensor defined as Sij = 0.5(∂u′′

i /∂xj+∂u′′

j/∂xi).

The turbulent length scale is obtained using lE = u′3
rms/ǫ̃turb, where the RMS

velocity is computed as u′

rms = (2k̃/3)1/2. Using lE and u′

rms, the local turbu-

lent combustion conditions in the present DNS cases can be examined using

the regime diagram [31] and the diagram is shown in Fig. 5. The colour of

each data point gradually changes with an increase of downstream distance,

x+ location, from green to purple for S06, and from blue to red for S12.

As clearly observed in the figure, the Damköhler, Da ≡ (lE/δF )/(u
′

rms/SL)

(Karlovitz, Ka ≡ (u′

rms/SL)
3/2(lE/δF )

−1/2) number generally decreases (in-

creases) with the streamwise distance for S06 while it changes in the opposite

direction for S12. Also, the maximum Reynolds number based on Taylor mi-

croscale Reλ is around 100 for S06 and 210 for S12 (not shown), and they are

observed in relatively downstream and upstream regions, respectively. The

variation transition of the Reynolds number based on integral length scale

RelE = u′

rmslE/ν can be interpreted from Fig. 5.

The local turbulent combustion conditions range from “laminar flames”

to “wrinkled flamelets” to “corrugated flamelets” to “thin reaction zones”

regimes for both of the cases. A large number of local laminar flames are seen

for the S06 case at an upstream location (x+ < 10). Such laminar flames

are not as frequently seen for S12 as S06 because of accelerated laminar–

turbulence transition resulting from the vortex breakdown process in the

annular jet noted in Fig. 3. Thus, based on the local turbulent combustion

conditions, some of the local reaction zones in the upstream are expected to
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be thin, which may be treated as flamelets. This point is discussed further

in Sec. 3.4.

3.2. Characteristics of scalar fields

Chemical reactions generate heat that can affect fluid flow in the com-

bustor significantly through dilatation. Thus, the reaction progress variable

based on temperature cT and its reaction rate (normalised heat release rate)

ωcT are studied. The influence of progress variable definition is discussed in

the appendix. Figure 6 shows the instantaneous and Favre averaged cT and

ω+
cT

for S06 and S12 on the same x-y plane marked in Fig. 1. For S06, the

fresh reactants fed from the inflow boundary are convected as far as x+ ≈ 12

by the axial inlet velocity while the recirculation of the burnt gas does not

seem to be intense. As a result, the high temperature region (i.e. cT > 0.95)

generally locates in the downstream, x+ > 24, as seen in Figs. 6a and 6e.

For S12, however, the hot products exist in both upstream and downstream

regions, as seen in Figs. 6c and 6g. This shows that burnt gases are con-

vected upstream by the strong recirculating flow in the region R1 observed

in Fig. 2c. The recirculated hot gases provide neighbouring reactants with

heat and radicals to sustain intense heat release.

The instantaneous reaction rate variations show consistent behaviour with

the progress variable field. The high ω+
cT

regions distribute along the stream-

wise direction from the inlet in S06 while the variation shows the effect of the

recirculating flow in S12 as shown in Figs. 6b and 6d. For S12, the reaction

zone locates in the region between inner (R1) and outer (R3) recirculation

zones marked in Fig. 2c, and a similar behaviour has been reported in a study

employing Large Eddy Simulation of a turbulent swirl flame with S = 1.2 [4].
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The local instantaneous reaction zones seem to be thin with their thickness

about δth over a substantial region, although some of them is distributed

broadly, e.g. (x+, y+) = (5, 3) in Fig. 6d, possibly due to the turbulence

and reaction zone interactions. For both cases, the reaction zone thickness

in the upstream region (e.g. x+ < 4) just after the inlet seems thinner than

δth due to strain thinning effect. Precessing vortex core (PVC) is another

feature of combustion stabilised in swirling flows. Due to relatively small

swirl number and possibly because of limited DNS domain size, clear PVC is

not observed in S06 [28]. For S12, although neither Fig. 1b (3D) nor Fig. 6d

(2D x-y plane) shows visible PVC despite the high swirl number, a 3D snap-

shot looking down in x-direction reveals the presence of the helix structure

in ǫturb and ωcT fields (see Fig. 7). Clearly, the high reaction rate regions

are “trapped” in part of the helix structure, suggesting an effect of PVC.

However, as described in the next paragraph, this effect does not appear in

the Reynolds averaged field because of the averaging in azimuthal direction.

The mean reaction rate ω̄+
cT

of S06 in Fig. 6f shows a clear flame brush

closely following the high c̃T gradient observed in Fig. 6e. The thickness

of the brush seems to be δth–2δth, and the normalised maximum value is

ω̄+
cT

∼ 0.7, suggesting that the local flames may be similar to unstrained

laminar flame in S06 in an average sense. For S12, there are two branches

of thin flame brush due to the strong shear flows in x+ < 4. However, the

distinction between these branches become unclear for x+ > 4. Also, most

of the intense reaction zone seems to locate in the high k̃+ region (compare

with Figs. 6h and 4b) unlike S06, suggesting a possibility that there is a

correlation of reaction rate and turbulence fields.
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The instantaneous cT in Figs. 6a and 6c suggests thin reaction zones near

the burner exit, while the slope of cT seems to vary significantly elsewhere,

especially for S12. To clarify this behaviour, instantaneous scalar gradient,

|∇cT |
+, and its conditional average with cT are shown and compared with

the corresponding laminar flame in Figs. 8a and 8b. The conditional aver-

age shows a slight deviation from the laminar flame solution for S06 and a

relatively large deviation for S12 at around 0.1 < cT < 0.3. The standard

deviation is larger in S12 than S06 and maximum instantaneous value shows

around 6.0 times and 8.0 times of the corresponding laminar flame value for

S06 and S12. This result shows a possibility that the substantial amount of

local turbulent flames does not present the characteristics similar to the lam-

inar flame. The statistical behaviours of scalar gradient (scalar dissipation

rate) and reaction rate are discussed in the next section.

3.3. Relation between reaction rate and dissipation rates

Comparing the turbulent kinetic energy and reaction rate fields shown

respectively in Figs. 4 and 6, the mean reaction rate and turbulent RMS

velocity seem to be directly correlated, especially for the S12 case. Figure 9

shows the variations of two mean reaction rate contours, ω̄+
cT

= 0.1 and ω+

1/2,

and Favre averaged turbulent kinetic energy dissipation rate ǫ̃+turb contours

for S06 and S12. Here, ω1/2 is 50 % of the maximum ω̄cT for each case. Note

that only ǫ̃+turb ≥ 100 is shown. Both Figs. 9a and 9b show that the large

reaction rate is likely to occur in regions where the turbulence dissipates its

energy. This trend seems stronger in S12 than S06 and this can be explained

based on an analogy between behaviours of scalar and turbulent kinetic en-

ergy dissipation rates as follows. Dissipation of turbulence energy into heat
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largely depends on the small-scale processes of turbulence. Such small-scale

processes, where viscous effects are important, also play a role on mixing of

cold reactants and hot products in premixed combustion and this mixing is

a key phenomenon to sustain high reaction rate and thus heat release rates.

While a substantial part of this mixing would be through large scalar gradi-

ents (i.e. scalar dissipation rate) in conventional premixed combustion, the

small-scale viscous turbulence processes could also play an important role on

this mixing in the present swirling flames given that the Ka is greater than

unity locally as in Fig. 5.

The statistical relationship between the reaction rate and scalar dissipa-

tion rate may be studied using their joint PDF shown in Fig. 10. Here, the

scalar dissipation rate is computed as ǫcT = αc|∇c′′T |
2, where αc is the diffu-

sivity of cT (temperature). Note that the dissipation rates and probability

densities are shown in logarithmic scales. The long ridge is well represented

by the laminar flame solution in S06. This ridge, however, is shifted slightly

towards higher values of the scalar dissipation rate in S12. This suggests

an increased role of turbulence in the generation of ∇cT in turbulent flames

with large swirl number. Despite these insights, the high probability den-

sity at ω+
cT

∼ 0 obscures the behaviour of samples having large reaction rate

which are of our interest. Therefore, conditional PDFs are investigated to

gain further insights.

The conditional PDFs of scalar and turbulence dissipation rates and re-

action rates are examined to study the statistical relationship between the

turbulent kinetic energy dissipation rate ǫturb, scalar dissipation rate ǫcT and

reaction rate ωcT in Figs. 11 and 12. The conditional PDFs are computed us-
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ing the Baye’s theorem, and the samples are collected from the entire domain

and sampling period. The number of sampling bins used is 150 (for Fig. 11)

and 100 (for Fig. 12) for each sampling space to construct these conditional

PDFs.

The PDF of turbulent kinetic energy dissipation rate conditioned on the

reaction rate, P (ln ǫ+turb|ω
+
cT
), is shown in Figs. 11a and 11b for S06 and

S12. There is an approximate proportionality between the most probable

ln
(
ǫ+turb

)
and ω+

cT
at ω+

cT
< 0.1 and this trend seems to be stronger for S12

compared to S06. For ω+
cT

> 0.1, the most probable ln
(
ǫ+turb

)
shows an

almost constant value of around 4.0 for S06 and 6.0 for S12, suggesting that

the turbulence is very intense compared to the chemical scale (SL/δth) used

for the normalisation. The PDF of scalar dissipation rate conditioned on

the reaction rate, P (ln ǫ+cT |ω
+
cT
), shown in Figs. 11c and 11d presents a well

known behaviour showing that intense reaction zones are more likely to be in

regions of high scalar dissipation rate. The most probable scalar dissipation

rate at a given reaction rate closely follows the corresponding laminar flame

solution for S06 while there is a deviation at 0 < ω+
cT

< 0.7 for S12 as seen in

Figs. 11c and 11d respectively. However, the proportional relation between

scalar dissipation rate and reaction rate seems to hold reasonably well in a

statistical sense.

Statistical behaviour of reaction rate at a given dissipation rate is also

investigated using the PDF of ω+
cT

conditioned on either ln
(
ǫ+turb

)
or ln

(
ǫ+cT

)
.

Figures 12a and 12b show the PDF of ω+
cT

conditioned on the turbulent

kinetic energy dissipation rate, P (ω+
cT
| ln ǫ+turb) for S06 and S12, respectively.

For S06, the peak PDF locates near ω+
cT

≈ 0 regardless of ǫ+turb. For S12,
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Fig. 12b shows that the peak PDF location in ω+
cT

space increases with an

increase of ǫ+turb. Although the PDF distribution is not very sharp at larger

ǫ+turb, the conditional PDF clearly shows that there is a consistent relation

between the reaction rate and turbulent kinetic energy dissipation rate for

S12. For both cases, the PDF has a long tail observed at each ǫ+turb towards

larger ω+
cT
, and the length of the tail increases with an increase of ǫ+turb.

The PDF of reaction rate conditioned on the scalar dissipation rate,

P (ω+
cT
| ln ǫ+cT ), is shown in Figs. 12c and 12d for S06 and S12. The most

probable reaction rate generally increases with an increase in the scalar dis-

sipation rate for both S06 and S12. The maximum ln(ǫ+cT ) is greater than

zero for both cases, meaning some of local flames have high scalar gradients

compared to the laminar flame, which are possibly caused by stretching and

straining effects of turbulence. Although such samples show a relatively high

probability density, the reader should be careful that this is a PDF of ω+
cT

conditioned on ǫ+cT and the probability of having such high ǫ+cT is relatively

small (see Figs 11c and 11d). The unstrained laminar flame solution super-

imposed in Figs. 12c and 12d clarifies the turbulence effects. Although the

overall trend is qualitatively similar between the laminar flame and turbu-

lent flames, the probable ω+
cT

shows much smaller values for turbulent flames

at a given scalar dissipation rate, which is an artefact resulting from the

behaviour of ǫ+cT marginal PDF.

From a modelling view point, the two conditional PDFs, P (ln ǫ+turb|ω
+
cT
)

and P (ω+
cT
| ln ǫ+turb) shown respectively in Figs. 11 and 12, imply a relation-

ship between turbulent kinetic energy dissipation rate and reaction rate. The

relatively confined high probability density P (ln ǫ+turb|ω
+
cT
) in Fig. 11 and the
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long tail of P (ω+
cT
| ln ǫ+turb) in Fig. 12 confirm that having high turbulence

energy dissipation rate is just a necessary condition and not a sufficient con-

dition to have high ω+
cT

in a statistical sense for swirling flames. As noted

earlier, these PDFs are computed using the entire samples and these PDFs

change negligibly when the samples collected within the flame brush, ie.,

0.1 ≤ c̃T ≤ 0.9, are used.

In relation to Figs. 11 and 12, cross-correlation coefficients Cc are com-

puted for the instantaneous or mean reaction rate and turbulence or scalar

dissipation rate fields. The correlation coefficient for two fields, A(xi, tj) and

B(xi, tj), is computed as follows.

Cc =
1

n

∑

i,j

(A(xi, tj)− 〈A〉) (B(xi, tj)− 〈B〉)

σAσB

, (22)

where n is the total number of samples (e.g. Nx × Ny × Nz× number of

snapshots in time), and σA and σB are the standard deviation of A and B

respectively. The bracket 〈· · · 〉 is the volumetric average computed over the

entire domain.

Table 1 shows the correlation coefficients for instantaneous and mean

fields of S06 and S12. For the case S06 having lower turbulence level, the

correlation of reaction rate with the scalar dissipation rate is improved com-

pared to that with the turbulent kinetic energy dissipation rate. In contrast

to this, the correlation of reaction rate to the viscous dissipation rate is large

compared to the correlation with the scalar dissipation rate for the S12 case.

Specifically, the correlation coefficient is about 0.9 for the mean fields as

given in the table 1. This high correlation coefficient suggests that the mix-

ing occurring at viscous scales are controlling the reaction rate in an averaged
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sense for the higher swirl number case. On the other hand, the small-scale

mixing signified by the scalar gradient or molecular diffusion has a dominant

influence on the reaction rate for the lower swirl number flame, S06. It is

also to be recognised that the correlation coefficients for the instantaneous

fields are smaller than for the mean fields. Generally small values seen in this

table may be due to the use of samples from the entire computation domain

and sampling period, as one may think. However, using the samples taken

from the combusting regions, ie., 0.1 ≤ cT ≤ 0.9 or 0.1 ≤ c̃T ≤ 0.9, does not

change the values of these correlation coefficients unduly and these values

are also given in table 1 within the brackets. The changes are not too big

to change the conclusions as one observes in this table. Also, the averaging

in time (over the number of time samples collected) is followed here because

the time variation of these correlation coefficients for the instantaneous fields

is observed to be small, the range of standard deviation is observed to be

about 0.8% to 1.4% which are statistically small. The correlation coefficients

discussed here support the insights obtained using the conditional PDFs in

Figs. 11 and 12.

The conditional PDFs and the correlation coefficient support that the

intense reaction rates occur in regions with relatively high scalar dissipation

rate like in the conventional premixed combustion under Da > 1, and they

also occur in regions with high turbulent kinetic energy dissipation rate in

turbulent premixed flames with large swirl number. Thus, the mixing of cold

reactants with hot products trapped in neighbouring recirculation zones at

scales relevant for combustion is supported by mixing facilitated by scales

relevant for both scalar dissipation rate (molecular dissipation) and viscous
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dissipation rate (small-scale turbulent mixing).

3.4. Assessment using reaction rate closures

The previous discussion in Sec. 3.3 suggests a correlation between re-

action rate and scalar dissipation rate, and reaction rate and turbulent ki-

netic energy dissipation rate. The relationship of the first two quantities,

ωcT and ǫcT , is extensively studied in past for premixed combustion without

swirl.[32, 33, 34, 35, 36, 37, 38, 39]. Bray [32] proposed a reaction rate closure

for premixed turbulent flames as:

ω̄B
cT

=
2ρ̄

2Cm − 1
ǫ̃cT , (23)

where Cm is a model parameter which usually takes around 0.7 [32]. This

equation is exact in the limit of large Da, but also sufficiently valid for a

range of turbulence conditions as reported in previous studies.[37, 40, 39]

The physical mechanism suggested by this equation is that the mixing of

cold reactants and hot products at scales relevant for combustion is dictated

by the scalar dissipation rate to sustain reactions in an averaged sense. A

phenomenological version of the above model based on the turbulent kinetic

energy cascade concept was proposed by Spalding [41] and this model is

commonly known as eddy-breakup model (EBU).

Based on the regime diagram shown in Fig. 5, the local turbulent com-

bustion has hardly Da ≪ 1 in the flames considered here. However, Ka > 1

in substantial regions and so the small scale turbulence is expected to dom-

inate the mixing process to sustain chemical reactions locally. This mixing

and its role on combustion is the basis for Eddy Dissipation Concept (EDC),

originally proposed for non-premixed combustion [42] which was revised by
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Ertesvag and Magnussen [43] to accommodate premixed combustion also.

The EDC is similar to EBU in a sense that the turbulent energy cascade gov-

erning the turbulent time scale controls the mixing of reactants and products.

However, while EBU assumes that small pockets of fresh gases breakdown

to smaller burnt gas pockets following the Komogorov cascade of turbulence

and the time scale associated to this breakdown process controls combus-

tion, the EDC model employs a physical insight that the turbulence at “fine

scales” (where viscous dissipation acts) influences the mixing thereby governs

the state inside the fine structures. This denotes the rate of mixing of cold

reactant and hot products for premixed combustion and it denotes the rate

of mixing of fuel and oxidiser for non-premixed combustion [43]. Although

this approach does not require to resolve the fine structures, the coupling of

turbulent mixing and chemical reactions is effectively captured by computing

the spatial extent of such fine structures in the domain as described below.

The mean reaction rate is then described using the state of fine structures

which is denoted by a superscript “ * ” below.

The fraction of the flow occupied by such fine structures is modelled as

[43, 44]:

γ∗ = 2.138

(
ν̃ ǫ̃turb

k̃2

)1/4

. (24)

Then, the state of the fine structures c∗T is obtained by considering that

these fine structure is a perfectly-stirred reactor (PSR) with a residence time

τres, and initial states ρ̄, T̃ and Ỹi in the present study. The PSR transport

equation for cT is:
dcT
dt

= −
cT − c̃T
τres

+
ωPSR
cT

ρ
. (25)

The steady solution obtained from Eq. (25) gives the state of fine structures,
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c∗T . Although the transport equation is written for progress variable here,

similar equations for all species involved should be solved when Eq. (25) is

directly integrated using a detailed chemical mechanism. In the EDC, the

residence time τres corresponds to the average time scale during which the

fluid resides inside the fine structures. This time scale is denoted by τ ∗ and

computed as:

τ ∗ = 0.408

(
ν̃

ǫ̃turb

)1/2

. (26)

The PSR reaction rate in the fine structures ωPSR
cT

can be computed using

any chemical kinetics. In order to obtain the fine structure state c∗T , Eq. (25)

generally needs to be integrated in time using a small time step of ∆t until the

steady state is reached. Equation (25) may be calculated by taking ∆t → ∞

as [44]:
c∗T − c̃T

τ ∗
=

ωPSR
cT

ρ
, (27)

if the combustion condition is not close to extinction limit, since τ ∗ is gen-

erally small compared to τF under the present DNS conditions. Comparing

c∗T obtained by integrating Eq. (25) using small ∆t and c∗T calculated using

Eq. (27), the maximum (average) difference in the final steady state value

∆c∗T is very small. These values are 0.048 (0.026) and 0.017 (0.015) for S06

and S12 respectively. Finally, the mean reaction rate is obtained using the

fine structure state c∗T as:[43, 44]

ω̄E
cT

= ρ̄
γ∗ 2

τ ∗
(c∗T − c̃T ) . (28)

Clearly, this model can include finite rate chemistry by considering the PSR

reaction rate in the fine structure. If one combines Eqs. (27) and (28) then

the mean reaction rate is directly related to the PSR reaction rate. In the
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limit of large Reynolds number, the small-scale turbulence can enter the

reaction zone disturbing its structure. Under these conditions, the local

reaction zone can be seen as a well-stirred reactor as suggested by the above

equation. Also, since the mean production of cT does not need to follow the

Kolmogorov cascade exactly unlike EBU, the EDC can be applied for a range

of turbulent combustion conditions. These two mean reaction rate closures

are applied to the present swirl flames and the results are discussed next.

3.4.1. Estimation of mean reaction rate

The flamelet-based, Eq. 23, and the EDC approaches discussed in the

previous sections are used here to contrast the role of scalar mixing and vis-

cous dissipation processes in the present swirling flames. The modelled mean

reaction rates, ω̄B +
cT

and ω̄E +
cT

respectively in Eqs. 23 and 28, are validated

against the mean reaction rate ω̄+
cT

obtained directly from the DNS results.

Note that ǫ̃cT , k̃, ǫ̃turb and other quantities used in the models are obtained

directly from the DNS data. Figure 13 shows the conditional PDFs of the

modelled mean reaction rate, P (ω̄B +
cT

|ω̄+
cT
) and P (ω̄E +

cT
|ω̄+

cT
), for S06 and

S12. The number of bins used for these PDFs is 30 in the ω̄B +
cT

and ω̄E +
cT

directions, and 30 (S06) and 20 (S12) in the ω̄+
cT

direction. The PDF is con-

structed from the modelled mean and DNS mean reaction rates fields in the x-

y plane using the Bayes theorem as P (ω̄B +
cT

|ω̄+
cT
) = P (ω̄B +

cT
, ω̄+

cT
)/P (ω̄+

cT
) and

P (ω̄E +
cT

|ω̄+
cT
) = P (ω̄E +

cT
, ω̄+

cT
)/P (ω̄+

cT
). The conditional averages, 〈ω̄B +

cT
|ω̄+

cT
〉

and 〈ω̄E +
cT

|ω̄+
cT
〉, are obtained by averaging in each ω̄+

cT
bin, and they are

superimposed on the PDF.

The flamelet-based model using the scalar gradient alone underestimates

the mean reaction rate for S06 and overestimates for S12 in most of ω̄+
cT
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as seen in Figs. 13a and 13b. A drawback of Eq. (23) is that this model

may not be able to include the effects of reaction zone interactions, since

the mean reaction rate is modelled to be proportional to the mean scalar

dissipation rate, and this proportionality cannot be guaranteed when there

are flame interactions [45, 46]. Indeed, flame interactions are observed in

these swirling flames as noted in Fig. 6d. Such interactions decrease the

scalar dissipation rate while maintaining/increasing reaction rate [40]. In

contrast, flame elements are stretched and strained by the local turbulence.

Although the intensity of these effects varies, they lead to an increase of

scalar gradient for higher turbulence conditions (compare Figs. 6a and 6c).

In this case, Eq. (23) tends to overestimate the reaction rate. However,

Eq. (23) reproduces qualitative trends, e.g. 0 < ω̄+
cT

< 0.5 for S06 and

0 < ω̄+
cT

< 0.3 for S12 as in Figs. 13a and 13b, suggesting that Eq. (23)

models the combustion process in these flames adequately to some extent.

The mean reaction rate estimated using the EDC model involving the

state of the viscously dissipative fine structure, Figs. 13c and 13d, shows a

comparable performance to Eq. (23). Since the EDC assumes that the fine

structures are like PSR, the local reacting elements with large scalar dissipa-

tion rates may not be adequately modelled by this approach as observed in

Fig. 13d (e.g. ω̄+
cT

≈ 0.3).

A close look at the conditional averages of ω̄B +
cT

and ω̄E +
cT

shows that the

slope of 〈ω̄E +
cT

|ω̄+
cT
〉 starts to increase when the slope of 〈ω̄B +

cT
|ω̄+

cT
〉 starts to

decrease, and vice versa (e.g. Figs. 13b and 13d at ω̄+
cT

∼ 0.3). This suggests

that these two models complement one another. These results show a pos-

sibility that the performance of these two models depends on the balance of
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two small-scale processes; one is turbulence processes resulting from velocity

gradients or viscous processes and the other is the scalar dissipation rate

coming from scalar gradients. For instance, flamelets are dominant and only

Eq. (23) would work when the flame time scale is very short compared to

the local turbulence time scale (large Da limit). In contrast, reaction zone

interactions, intense stretching and straining of reaction zones occur when

the turbulence time scale is relatively short. In this case, Eq. (23) does not

hold and the EDC is likely to be more suitable locally.

The standard deviation of ωB +
cT

and ωE +
cT

shown for each ω+
cT

in Fig. 13

also supports above reasoning. For the flamelet model in Eq. (23), the stan-

dard deviation is generally smaller in S06 than S12 as observed in Figs. 13a

and 13b. This suggests that more flame elements can be modelled by Eq. (23)

in S06 yielding a reduced standard deviation. For the EDC model, however,

the deviation is larger in S06 than S12 as shown in Figs. 13c and 13d. This

results from the relation between turbulence and chemical reactions discussed

in Figs. 9, 11 and 12.

A possible way to exploit the advantages of both models is to combine

these two modelled values according to a chemical and turbulence time scales

as follows:

ω̄C
cT

= τ · ω̄E
cT

+ (1− τ) · ω̄B
cT
, (29)

τ =
τf

τt + τf
, (30)

where τf and τt are appropriate flame and turbulent time scales. Although

there could be several possible ways to define these time scales, τf ≡ δth/SL

and τt ≡ lE/u
′

rms are used here as one choice. In the present turbulent

combustion conditions, τf is about 2 to 10 times larger than τt in a substantial
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portion of the combusting region implying that the EDC based approach

may be more appropriate. However, the local interplay between τf and τt

can change leading to a preference for flamelet or EDC modelling approach

locally. To include this change, the model in Eq. (29) is proposed in this

study. The result of this model, ω̄C+
cT

, is shown in Fig. 14 for S06 and S12. The

conditional average, 〈ωC+
cT

|ω+
cT
〉, improves significantly as shown in Fig. 14b

for the higher turbulence case S12, although this model is slightly worse than

the stand-alone EDC model (Fig. 13c) for S06. The results in Fig. 14 suggest

that Eq. (29) and the estimates of τt and τf for the flamelet and EDC models

are reasonable.

4. Conclusions

Direct numerical simulation data sets are analysed to study turbulent flow

characteristics, their effect on local flames, and their modelling in premixed

turbulent swirl combustion. Two swirl numbers, S = 0.6 and 1.2, are consid-

ered. The azimuthal velocity has a significant effect on the generation of the

central recirculation zone in the combustor. Although the radial velocity is

set to be zero at the inlet boundary, it increases in the downstream locations

due to vortex breakdown in the annular jet resulting from large azimuthal

velocity and also due to dilatation resulting from combustion initiated by hot

gases trapped in the central recirculation zone when the swirl number is large.

These large radial and azimuthal velocity components produce higher veloc-

ity gradients, generating high turbulence intensity in a relatively upstream

region for the higher swirl number case compared to S = 0.6 case.

Large reaction rates are observed in regions with large turbulent kinetic
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energy dissipation rate in an average sense, showing that the turbulent dis-

sipation process influences chemical reactions. This suggests that the heat

and radicals from the hot products trapped in the recirculation zones are

mixed with the reactants locally not only by the scalar dissipation rate pro-

cess but also by small-scale processes of turbulent dissipation occurring in

those regions. The former is controlled by scalar gradients and the latter

is controlled by velocity gradients. Thus, one must consider effects of both

of these two gradients for modelling purposes. In order to understand these

processes, conditional PDFs of reaction rate, scalar dissipation and turbu-

lent kinetic energy dissipation rates are examined. The PDFs show a weak

correlation between the turbulence dissipation rate and reaction rate for the

lower swirl number case and this correlation becomes stronger for the higher

swirl number case, although the conditional PDFs show that high turbulent

kinetic energy dissipation rate is not a sufficient condition for high reaction

rate. The PDFs of reaction rate conditioned on scalar dissipation rate show

a comparable correlation between reaction rate and scalar dissipation rate

for both cases. Therefore, both scalar and turbulence velocity gradients have

strong influence on the chemical reactions through fine-scale mixing, and the

balance between these two processes depends on the local turbulence and

thermochemical conditions.

A conventional flamelet model involving scalar gradients as in Eq. (23),

and EDC model involving the state of fine viscously dissipative structure

as in Eq. (28), are used to estimate the mean reaction rate, and to assess

the competition between the two mixing mechanisms for mixing cold reac-

tants and hot products. Although both models show a reasonable qualitative
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agreement with the DNS results, they compensate each others’ limitations

when they are combined together appropriately.

A simple approach to unify these two models is proposed and tested here.

The estimated mean reaction rate using this model, Eq. (29), is significantly

improved for S = 1.2 case, although the estimated value slightly shifts away

from the DNS results for S = 0.6 case. The improved result suggests that

the competition between mixing mechanisms through the scalar and turbu-

lence dissipation rates exists and the balance of these two processes varies.

According to the time scales used here, the turbulence energy dissipation

rate, denoting the viscous dissipation effects, is dominant over the scalar

dissipation rate in an average sense, implying that the locations of intense

reaction zones are strongly related to intense dissipation rate of turbulent

kinetic energy for flame conditions investigated here.

For future work, similar DNS studies are needed under lean combustion

conditions and high pressure conditions in a larger numerical domain. Also,

chemical kinetics of hydrocarbon fuels as well as other alternative fuels need

to be considered. The simple modelling approach proposed in this study may

be applied for the filtered field.

Appendix A. Choice of progress variable

In the present study, non-unity Lewis numbers are considered. Naturally,

it is considered that the choice of progress variable (i.e. temperature-based,

YH2
-based) may affect the conclusions reported here, especially the result of

the proposed unified model, due to differential diffusion contribution. Fig-

ure 15 shows scatter plots of c̃T and c̃H2
colored based on the intensity of
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the mean reaction rate. Here cH2
is the progress variable based on H2 mass

fraction. Particularly for mean reaction rate modelling, samples with large

reaction rates are of interest which are denoted by dark-to-black colours in

the plots. Clearly, the plots show that cH2
tends to be larger than cT in reac-

tion zones for both cases and distribution is relatively broad, suggesting there

is an influence of differential diffusion despite that most of reaction zones are

located in intense turbulence regions (Ka > 1) as discussed in Figs. 11 and

12.

This results in a relatively large deviation from the DNS mean reaction

rate and a large standard deviation when the individual flamelet (Eq. 23) and

non-flamelet (Eq. 28) models are considered for cH2
(see Figs. 16a, 16b, 16d

and 16e) compared to the results for cT . However, the unified approach pro-

posed here in Eq. (29) tends to show a reduced deviation from the DNS mean

reaction rate as well as its standard deviation compared to the individual

model for cH2
(Figs. 16c and 16f). Thus, the conclusion in the paper remains

consistent regardless of the choice of a progress variable; both flamelet and

non-flamelet models complement each others’ weaknesses to predict a mean

reaction rate, and performance of the unified approach proposed here tends

to be less susceptible to the location on the regime diagram compared to the

individual model considered. For more accurate mean reaction rate predic-

tion for progress variables of lighter species using the proposed approach, the

individual model and time scales considered in the unified model need to be

improved.
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Table 1: Correlation coefficient for various fields. The coefficients are given for instanta-

neous and mean fields. The values in the brackets are those obtained using the samples

taken from the combustion regions (progress variable bounded between 0.1 and 0.9).

Fields ωcT - ǫturb ωcT - ǫcT ωcT - ǫ̃turb ωcT - ǫ̃cT

S06 0.304 (0.34) 0.439 (0.37) 0.329 (0.36) 0.730 (0.73)

S12 0.510 (0.50) 0.435 (0.38) 0.903 (0.90) 0.653 (0.65)

41



(a) (b)

Figure 1: Instantaneous 3D iso-surfaces of reaction progress variable cT = 0.5 for (a)

S06 and (b) S12 at t = 11τF . Colour shows the normalised reaction rate ω+
cT . Note

that the iso-surfaces are not shown at y+ < −6 and z+ < −6 for visibility. The two-

dimensional cross-section denoted by red lines shows the location of x-y plane considered

in the following sections.
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(a) (b) (c) (d)

Figure 2: Mean velocity component in the axial ũ+ (a, c) and radial ṽ+ (b, d) directions

for S06 (a, b) and S12 (c, d). The white contour line corresponds to ũ+ = 0 and ṽ+ = 0.
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(a) (b)

Figure 3: Variation of ũ/u0 with y/y1/2 at x+ =11.6, 15.5, 19.4, 23.3 and 27.2 for (a) S06

and (b) S12.
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(a) (b)

Figure 4: Variation of normalised turbulent kinetic energy k̃+ for (a) S06 and (b) S12.
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Figure 5: Local turbulent combustion conditions on the regime diagram for S06 and S12.

The colour of data points depends on x+ location of the samples. The colour changes

from green to purple with an increase of x+ distance of each sample for S06, and from

blue to red for S12. The arrow denote general transition in the combustion regime with

x+ distance. One in every five samples is shown in the figure. (i) Wrinkled flamelets, (ii)

Corrugated flamelets, (iii) Thin reaction zones and (iv) Broken reaction zones.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 6: Variations of cT (a, c), ω+
cT (b, d), c̃T (e, g) and ω̄+

cT (f, h) for S06 (a, b, e, f)

and S12 (c, d, g, h) in the 2D x-y plane marked in Fig. 1a.
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Figure 7: 3D instantaneous combustion field viewed from top to bottom in the x direction

for S12. Cyan iso-surfaces: 10% of maximum ǫturb, white–grey iso-surfaces: ω+
cT = 0.5

and red iso-surface: ω+
cT = 0.7.
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(a) (b)

Figure 8: Scatter plot of instantaneous scalar gradient |∇cT |
+ with the progress variable

cT , conditional average (red dashed line) and standard deviation (red thin line). The

coresponding unstrained laminar flame solution is superimposed (blue line). The DNS

samples are taken at t = 11τF .
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(a) (b)

Figure 9: Variation of normalised dissipation rate of turbulent kinetic energy ǫ̃+turb and

reaction rate contours for (a) S06 and (b) S12. Thin black line: ω̄+
cT = 0.1 and bold red

line: ω̄+
cT = ω+

1/2.
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(a) (b)

Figure 10: Joint PDF of reaction rate and scalar dissipation rate, P (ω+
cT , ln ǫ

+

turb) for

S06 (a) and S12 (b). For visibility, the colorbar is scaled as 0 ≤ ln(PDF + 1) ≤ 0.1.

The maximum ln(PDF + 1) is 3.2 for S06 and 2.4 for S12. The contour lines are also

superimposed for 0.005, 0.01, · · · , 0.1. Bold black line shows the corresponding unstrained

laminar flame solution.
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(a) (b)

(c) (d)

Figure 11: PDF of turbulence energy dissipation rate conditioned on reaction rate,

P (ln ǫ+turb|ω
+
cT ) (a, b) and PDF of scalar dissipation rate conditioned on reaction rate,

P (ln ǫ+cT |ω
+
cT ) (c, d) for S06 (a, c) and S12 (b, d). The contour lines are also superimposed

for 0.02, 0.04, · · · , 0.24 (a, b), and 0.035, 0.07, · · · , 0.42 (c, d). Bold black line shows the

unstrained laminar flame solution (c, d).
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(a) (b)

(c) (d)

Figure 12: PDF of reaction rate conditioned on turbulence energy dissipation rate,

P (ω+
cT | ln ǫ

+

turb) (a, b) and PDF conditioned on scalar dissipation rate, P (ω+
cT | ln ǫ

+
cT ) (c, d)

for S06 (a, c) and S12 (b, d). The contour lines are also superimposed for 0.2, 0.4, · · · , 2.0

(a, b), and 0.125, 0.25, · · · , 0.15 (c, d). Bold black line shows the unstrained laminar flame

solution (c, d).

53



(a) (b)

(c) (d)

Figure 13: Conditional PDFs of reaction rate, P (ω̄B +
cT |ω̄+

cT ) (a, b) and P (ω̄E +
cT |ω̄+

cT ) (c,

d) for S06 (a, c) and S12 (b, d). The mean reaction rates, ω̄+
cT , ω̄B +

cT and ω̄E +
cT are

respectively reaction rates obtained directly from the DNS result, obtained using Eq. (23)

and using EDC model (Eq. 28). The dashed line represents the perfect agreement. The

white and black circles show conditional averages, 〈ω̄B +
cT |ω̄+

cT 〉 (a, b) and 〈ω̄E +
cT |ω̄+

cT 〉 (c,

d), and one standard deviation σ from the average is shown in top of each figure.
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(a) (b)

Figure 14: Conditional PDF of reaction rate using Eq. (29), P (ω̄C +
cT |ω̄+

cT ) for (a) S06 and

(b) S12. The dashed line represents the perfect agreement. The white and black circles

show conditional averages, 〈ω̄C +
cT |ω̄+

cT 〉, and one standard deviation σ from the average is

shown in the top of each figure.
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(a) (b)

Figure 15: Scatter plot of c̃T and c̃H2
. Each scatter is coloured gradually from black to

white based on the reaction rate ω̄cH2
. Black: high reaction rate, white: zero reaction rate.

c̃T = c̃H2
boundary is denoted by solid line.
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(a) (b) (c)

(d) (e) (f)

Figure 16: Conditional PDFs of reaction rate, P (ω̄B +
cH2

|ω̄+
cH2

) (a,d), P (ω̄E +
cH2

|ω̄+
cH2

) (b,e)

and P (ω̄C +
cH2

|ω̄+
cH2

) (c,f) for S06 (a,b,c) and for S12 (d,e,f). The dashed line represents the

perfect agreement. The white and black circles show conditional averages, 〈ω̄B +
cH2

|ω̄+
cH2

〉

(a,d), 〈ω̄E +
cH2

|ω̄+
cH2

〉 (b,e) and 〈ω̄C +
cH2

|ω̄+
cH2

〉 (c,f), and one standard deviation σ from the

average is shown in top of each figure.
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